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Chapter 1

Introduction

The development of the transistor, integrated circuits, mmdern computers have had a
major impact on our daily lives. Electronics surround use-dkierage student is generally
carrying at least two highly complex electronic devicesrgwhere he or she goes.

Electronics have also had a significant impact on scienakparch of modern science
depends criticially on electronics techniques. For an expnter, electronics are a tool
to perform measurements and record results. Electrontersgscan perform automated
measurements, control the environment in which experisntaite place, and even help
analyze the resulting data.

The discipline of electrical and computer engineering irely devoted to the under-
standing and development of electronics. An electricalre®r is expected to devote years
of study to cover the full range of electronic phenomena awist Most experimenters
in other disciplines do not have the time to devote to a cotegtudy, but rather need a
working knowledge tuned to the needs of scientific measunénidie goal of this text is to
support the education of experimenters in the most impbtemniques and tools in digi-
tal and analog electronics, with a focus on making physicgsurements using electronic
techniques.
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Chapter 2

Passive Components

The most numerous components in modern electronics designmsot the fancy integrated
circuits (chips) but rather the humble “passive” composenich as resistors, capacitors,
and inductors. These components provide the integrateditsirwith the appropriate en-
vironment in which to work and tailor their behavior for theesific task at hand. In fact,
knowledge of basic concepts of resistors, capacitors, addctors is critical for under-
standing how these circuits operate. These topics are @gnarcluded in introductory
physics courses, but we will review them here as they willdeded for understanding am-
plifier circuits and other later topics. In fact, we will seseoparticular circuit (the voltage
divider) so often that one might describe any course in @nelectronics as a course in
“applied voltage dividers.”

2.1 Resistors

2.1.1 Ohm's Law

The simplest component to discuss is the purely dissipatement: the resistor. A resistor
is a two-terminal device which exhibits a linear relatiopshetween the voltage applied
across the device and the current which flows in this sitnafithe constant of proportion-
ality is called theesistanceand the linear equation is given the ti@dm’s Law

V=IR
Thus, a high-value resistor will allow a smaller current maflat a given voltage than a
low-value resistor. It is important to remember that theagéd in Ohm’s Law is the voltage
difference across the terminals, not an absolute voltagerespect to a global ground. For
this reason, it can be helpful to write Ohm’s Law more exflicas
AV = IrR

wherelg is the current through the resistor afid is the voltage drop across it.

3
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%7

(@)

(b)

Figure 2.1: Schematic symbols for resistors

The implications of a larger or smaller resistor for powessghation can be determined
by combining Ohm’s Law with the electrical power equati&= V. This yields two sep-
arate equations, depending on whether the circuit is ataongoltage or constant current.

\VZ
P=IV = = (constantvoltage

P=IV=1°R  (constantcurreft

Therefore, a large-value resistor dissipates less powaaralsmall-value resistor in a constant-
voltage circuit while it dissipates more power in a constantent application.

In circuit diagrams, a resistor is shown as either a wavy(lifigure 2.1a) or a rectangle
(Figure 2.1b). The wavy line is more common in the United &and Canada, while the
rectangular symbol is the European standard.

2.1.2 Resistor Networks and Kirchhoff’'s Rules

Figure 2.2: Two resistors connected in series, forming tagel divider.

Resistors are often used in combinations or networks in lwhigaltiple resistors are
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connected together. The simplest such network is the sexsgstor combination seen in
Figure 2.2. In this circuit, two resistor®{ andR,) are each connected at a single termi-
nal with a voltage source across the pair. The connectiondsgt the two resistors is an
interesting node in the circuit, which will have its own \agieV'.

The behavior of resistor networks can be difficult to cal@ldut the process is sim-
plified by the use of Kirchhoff’s Rules. These rules can bélederived from Maxwell's
equations, but are cast in a form which is simpler to applyirtud problems.

e Kirchhoff’'s Current Rule — For any node in the circuit, the total sum of the currents
must be zero. That is, the currents into the node must be deddoy currents out
of the node. This rule guarantees that there is no net butdgparge in the circuit
with time.

e Kirchhoff's Voltage Loop Rule — The directed sum of voltages around any closed
loop must be zero. For this calculation, the direction ofent flow must be defined.
Then, one must follow the loop in question. When following thop in the direction
of current flow, resistors give a voltage drop and batteesifmilar voltage sources)
give a voltage gain.

The current rule should be used to resolve ambiguities gjboations while the voltage
rule can be used to resolve questions about loops withinitbeittcnetwork.

We can easily apply Kirchhoff’s rules to the series resistme. In this case, there is no
loop so the relevant rule is the current rule.

h = b=
VvV
Ry a R
Vo VLV RR
Ry Ri R RiRy
Ro
AV
Ri1+ Ry
| V
n Ri+ R

From this analysis, we learn two things. First, the comlamabf two resistors in series
behaves like a single resistor with a total resistaReeR; + R,. Second, the voltage at the
internal node depends on the ratio of resistors and not #fisiolute values. IRy, >> Ry,
then the voltage will be close to ground whileR >> R; it will be close toV. If Ry = Ry,
thenV’ =V /2. This behavior explains why the series resistor comhinas often called a
voltage divider.

Kirchhoff’s rules can also be applied to the other classité resistor network: resis-
tors in parallel as in Figure 2.3. This case is perhaps evsieret analyze. The voltage
drop across the two resistors must be the same by Kirchhioffs rule, so the current
across each is simply determined by the applied voltage.

\Y,

1 = =
1 R
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Figure 2.3: Two resistors connected in parallel, formingiaent divider.

Kirchhoff’s current rule tells us that the total current rhsisnply be the sum of the currents
through the resistors. This allows us to derive the effeatdsistance of the network.

I = I+
VoV
R R
Ri+R
= YRR
RiR,
Ri+ R

Reff =

While the series resistor configuration served as a voltagded, the parallel config-
uration operates as a current divider. This can be easily Isgéooking at the ratio of the
currents through the two resistors.

\Y
b _rR_PR
=y =5

As one would expect, the larger current will flow through theafler resistance.

2.2 Thevenin Equivalence and Characteristic Impedances

2.2.1 Thevenin’s Theorem

Now that we have reviewed the equivalent resistances f@ssand parallel resistances, we
can introduce Thevenin’s Theorem which states that any gmatibn of resistors and volt-
age sources which results in two terminals can be reprasastsingle voltage source with
voltageVe in series with a single resist®.. The Thevenin circuit is shown in Figure 2.4.
The values oV, and R, for a given network can be determined in several ways. In
the simplest, consider a test resis®mlaced across the terminals of circuit. We can then
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Special TopicMeasuring Small Resistances

Resistances are generally measured using Ohm’s Law. Forgesmultimeter, one co
tacts the two leads of the device with the probes of the matim Internally, the multimet
provides a known voltage across the probes and measuresrtieatovhich flows throug
the probes, as ifa) below. The resistance measurement is tRys= \I—’

However, the resistance of the probes themselves and th@ct®etween the probes

device under measurement must be considered as well. The pral contact resistan
appear in series witR so we will lump them into a single effective resistan&g)(as see
in (b). The true Ohm'’s Law rule is then

\%
Rn=R+Ry=

If we assumeéR = Ry, we make a fractional error

OR_Ra—R_Rp
R~ R R

If R>> R,, we can generally neglect the effect of probe resistancevener, when th
resistance is small (for example when trying to measurersopductivity transitions) th
effect of the probe and contact resistances can be sigrifiéave knewR,, well, we could
subtract it. UnfortunatelyR, is difficult to determine and often changes with time
result of environmental factors.

The alternative solution is thieur-point resistance measurement. In the four-point t
nigue, separate leads are used to provide the current andasume the voltage across
sample. The four-point technique is shown(@). The key feature of the four-point te
nique is that very little current flows in the loop containthg voltmeter. Four-point volta
measurements frequently have resistances in gdige, which means that the addit
of the voltmeter in parallel to the device under measurerhasta minimal effect on t
effective resistance of the system. Four-point measureteehnigues are widely used
low-temperature condensed matter physics measuremesei® e leads to a device

necessarily long and thin to reduce heat conduction intg@gemnic volume.

O— i —OW— | _

(D
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g\/\/\/_.

R

e

_I_
Ty,

Figure 2.4: Thevenin equivalent circuit

determineV, by settingR. — c and analyzing the resultant circuit. The “open-circuit”
voltage observed acro8s is the Thevenin equivalent voltayk.
We can then determirn&; by takingR. — 0 and determining the “short-circuit” current
Isc which flows throughR; in this case. The Thevenin equivalent resistance can then be
determined using Ohm’s Law:
Ve

ISC

Re

Example

Let us calculate the Thevenin equivalent voltage and asist of the circuit below:

200

Wy

1t 400
—|- 6V

Since there is a single voltage supply of 6 V, it is temptingrtake the assignment
thatVe = 6V but that is incorrect. We can determine the proper valu&/fdy leaving the
terminals open and calculating the voltage across the tuipthis case, we have a voltage
divider, so

Ro
Ri+ R
400Q
200Q + 400Q

Ve —

Y,

Now, we can short-circuit the output terminals and deteemire current which flows.
In this case, the full voltage drop will appear across the&2@ksistor, so it is again tempting
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to make the assignmei, = 200Q. Again, this would be incorrect as we can see by
following the procedure described above.

6V
e = 5505 = 30MA
Ve 4V
Re = lsc  30mA
— 131

| ThusVe = 4V andR. = 133, |

2.2.2 Input and Output Impedance

We can extend the idea of Thevenin equivalent circuits toiaqgdecritical concepts for
electronics and experiment design: input impedance armglibihpedance. Impedance is
a generalization of resistance which can be applied to daps@nd inductors as well as
to resistors. Impedance is generally given the synzbalhe concepts of input impedance
and output impedance are useful for simply characteriziegcgs which may be quite
complicated. The model taken is of a single-port devicehwitvoltage output or input
referenced to a circuit ground.

Let us begin with output impedance. Every circuit which pdes a signal can be
modeled with a Thevenin equivalent circuit. Tkg represents the signal while th
indicates the ability of the circuit to provide current a¢ tsignal voltage and is termed the
output impedancé&,. The larger the value df,, the weaker the drive — sinég, appears
in series with any later circuit it behaves liRg in a voltage divider. WhelR; > Ry, the
output voltage will be much lower than the original signaltage. An ideal signal source
will have an output impedance close to zero.

Input impedance can also be modeled by a Thevenin equivélenit: one wheré/, =
0. Thus, the device is modeled as a resistor to groundaistthe value of the resistor. An

<

Figure 2.5: Input and output impedances connected together
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+

(@) (b) (©)

Figure 2.6: Schematic symbols for (a) unpolarized capes;i{®d) polarized capacitors, and
(c) inductors.

ideal input usually has a large input impedance — the magobiira low output impedance
to a high input impedance maximizes voltage signals. Howavyaut impedances may also
be designed to provide proper termination of long cables atmnpt change of impedance
between the cable and the device input will cause reflections

On an intuitive level, we can consider the paired output idgpee and input impedance
as behaving as a voltage divider as in Figure 2.5. The sigral sn the connecting line
will be

Z; 1

Vo =V, =V,
o 'Zo 1 Z |1+%

S0 to maximize the output signal, we must makesmall orZ; large or a combination of
the two.

2.3 Capacitors and Inductors

Capacitors and inductors are relatively uninterestingagsvin pure DC-circuits, but they
are quite important for the majority of circuits which havgrsficant time-variation in input
and output. The schematic symbols for these devices ara givEigure 2.6. Capacitors
and inductors should be familiar from previous courses swillgroceed directly to write
down the equivalent statements to Ohm’s Law for capacitodsirductors.

2.3.1 Capacitors

For capacitors, the charge on a capacitor is proportiortat@oltage across it. By applying
a time derivative to both sides, we find that

If we apply an alternating voltage to the capacitor of therfaf(t) = V., the resulting
current will be

I(t) =CV,iwe™ =V (t)iCw
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Thus, by analogy to Ohm’s law, we can define the impedanceeatdpacitor to be

—i

“=Co
The complex portion of the impedance indicates the phageistiuced by the capacitor.
The standard rules for parallel and series resistors canrbetlg extended to complex
impedances and the final complex angle determines the phidisef she combined system.
We will investigate this effect more fully when we considdiefis.

The limiting cases for a capacitor's impedance are usefuemoember: for low fre-

guencies the effective resistance goes to infinity, whitehigh frequencies the capacitor
become a short circuit with no resistance at all.

2.3.2 Inductors
The voltage across an inductor, by contrast, depends orhtrgge in the current.

dl
V=L-—
dt
If we apply a time-dependent currelit) = 1,€**, we can determine the voltage as a func-
tion of time and the magnitude of the voltage.
dl it
V() = Lg= Lloiwe
= iLwl(t)

Therefore the impedance of an inductor can be defined as
Z =iLw.

If we consider the limiting cases for the inductor, at lowginencies the impedance goes
to zero while at high frequencies the impedance becomestifimhis is the opposite
frequency behavior to the capacitor. The zero impedanceratfeequency is an idealized
inductor behavior; the behavior of realistic inductorsiscdssed further below.

2.4 RC and RL Transients

Realistic and interesting circuits are rarely built of onlye type of component. Instead, the
most interesting circuits contain both resistive compdsi@md reactive components such
as capacitors and inductors.

Let us begin our analysis of compound circuits by studying lehavior of the two
circuits in Figure 2.7 in response to a step change of valtagboth circuits, a resistor is
connected to voltage supply in series with either a capafoor an inductor (b). We will
assume that the applied voltage was initially z&f¢t{t < 0) = 0) and at = 0 it was raised
to a constant value/(t;t > 0) =V,). The initial voltage across the capacitor and current
through the inductor are thus both zero.
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. R
v v. v Vv,

@) = " (b) =
Figure 2.7: RC and RL circuits
Let us analyze the capacitor situation first. The circuiélitbehaves like a voltage

divider, with the capacitor as one of the resistors. Thus avefollow the same analysis as
before, using Kirchhoff’s Current Sum rule.

IR = Ic

Vo-Ve  _dV
R~ ‘G
L dVe—Ve)
= 5

We can easily solve this differential equation by makingghbstitutionQ =V, —Vc.

Q  _.dQ
R~ ‘&
dt  dQ

R

—L+A = InQ

V,—Vc = BelRC
V., = V,-Begl/RC

We are left with a constant of integration which we can resddy observing that that
Vc(0) =0, so

Ve(t) =V, (1— e—t/RC)

Thus, the voltage across the capacitor will exponentigtigraach the input voltage as it
charges through the resistor. The rate of approach is digtednby a time constant= RC,
S0 a larger resistance or larger capacitance will increlasdite constant and slow the
voltage rise. In later chapters, we will use this behaviar&ate oscillators with frequencies
determined by a simple RC circuit.

For the inductor case we will naturally obtain relationshipr currents rather than
voltages, but the mathematics is similar. We begin by usiimghKoff's Voltage loop rule
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to write
AVR"i'VL =V
dl
IR+L— = V,
T
Ld Vo
Rdt R
Since% =0, we can make the assignmeit= % — | and obtain
dQ R
Tda - Lo
d R
4 _ Ry
Q L
R
In = ——t+A
Q R
Q = Aett
V, R
| = 2_Aett
R
Again, we use the initial conditioh(0) = 0 to set the constant of integration, so that we

learn v
R
() = 2 (1—e‘tt>
==
For comparison with the capacitor case, however, we shauidett this into the voltage

across the inductor.

IRtV = V.
Vo<1—e*§t>+v|_ Y
V, = Vet

Thus, for a voltage transient a capacitor will initially lea& large inrush current and a
low voltage across it while an inductor will have large vgkeacross its terminals and a low
current. As time proceeds, both cases will approach thag-term average behavior as a
short circuit (inductor) or an open circuit (capacitor).eNoltage behavior as a function of
time for both circuits is shown in Figure 2.8.

2.5 RC Filters

Many interesting signals are not simple transients, blieradire periodic signals or can be
expressed (via Fourier analysis) as a sum of periodic sgaimbinations of resistors and
capacitors or inductors can be used to attenuate perigghalsiin a way which depends on
the wavelength or frequency of the signal, a process caltedifig.



14 CHAPTER 2. PASSIVE COMPONENTS

0.9

0.8

0.7

Capacitor Charging Transient

0.6

os— £ | e Inductor Charging Transient

V(O

0.4

0.3

0.2

T \\‘\ \\\‘ TTTT ‘\\\\ ‘\\\ \‘\\ \\‘\ \\\‘ TTTT LL&J'

0.1

..
..
LI

Figure 2.8: RC and RL Transients as a function of time.

The actual attenuation of a filter will depend on frequenay iaroften expressed using
the decibel (dB). The decibel attenuatidis defined in terms of power, which for a constant
impedance system will be proportional\a.

P, ZV2 V.
A=10log, (%) = 10log,g <W°§‘> = 20logyg <%:t>
In

An attenuation of—3dB thus corresponds to a power ratio of 50% or a voltage Htio
~ 71%.

2.5.1 The High-Pass Filter

Consider the circuit in Figure 2.9 which is another voltageder, this time with the capac-
itor standing in forR; instead ofR,. If we apply a periodic signal (t) with a characteristic
angular frequenc, we would expect to observe a periodit(t) at the output node.

e = In
v —V'E) V(Y
dt R
C iV (t) — iaV'(t) = VS)
ROV (1) = V/(t)(RCo—i)
V'(t) = V(t)l_l;
RCw
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Figure 2.9: High-pass RC filter

Alternatively, we can use the same voltage divider anafysia the series resistor case,

V(L) = i V(t)

which gives us the same expression. _ _
We can now insert the expressiong) =V, &t andV’(t) = V/d(“+9 where we have
included a phasd to account for any phase shift between the input and output.

Vi) oy g 1i
1_RCw
i 1
Ve = Vo
1-row
Vo —_id |
—e = 1-—
V! RCw
A minor amount of complex arithmetic is required to show that
Vv = L
\/1+—R2c12m2
1
tand = ——
RCw

If we look at the limiting cases of high and low frequency, vee shat at low frequency,
V’ — 0 while at high frequency’ — V. This is why the circuit in Figure 2.9 is called a high-
pass filter. It passes the high frequenciesst 1/RC) while blocking the low frequencies
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(w < 1/RC). At high frequency, the phase shift goes to zero, while atfiequency the
phase shift approacheg2 or 90 degrees.
The term ¥RCis clearly the frequency which characterizes the filter, sogenerally

make the assignment

_ 1
“o=Rc

which allows us to rewrite the ratio of output voltage to ihpaltage as
vi_ 1
VI L@
14+ 23

We note as well that at the characteristic frequency of ther fihe phase shift is exactly
/4.

2.1)

2.5.2 The Low-Pass Filter

R
\%

V1

Figure 2.10: Low-pass RC filter

If we exchange the resistor and capacitor as in Figure 2.2@btain a low-pass filter.
The circuit analysis can easily be performed using complegedances

V(t) = ZRichV(t)
= Ri’CiEV(t)

1
B 1—iRCwV(t)

We can extract the limiting behavior by simply considerihg impedance of the capac-
itor as a function of frequency. At low frequency, the capats impedance is large so it
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behaves a large resistance in the voltage divider. Thus peceX’ — V asw — 0, while
at high frequencies the capacitor will turn into a short tougrd sov’ — 0.

Returning to the full expression for the low-pass voltageddir, some additional com-
plex arithmetic yields

|V’| _ 1 _ 1
V| Vitw’RCZ W?
Vite
tand = —wRC= L
Wo

which has the inverse behavior as the high-pass case agexpbiote in particular that at
low frequencies, where the filter has no effect on the angiitthe phase shift is zero.

2.5.3 General Characteristics of Simple Filters and Amplifers

Let us look in more detail at the implications of Eqn. (2.1)dgtting the attenuation as a
function of frequency, using a log/log plot where the X asigkpressed in units ofy and
the Y axis gives the decibels of attenuation as a functioh@fibrmalized frequency. Such
a plot is called a Bode plot and the Bode plot for the high pétss & shown in Figure 2.11.

o
-10F
@ -20
S, B
5 N
= -30[—
3 —
: —
m —
£ -40—
<
.50
-60__I IIIIIIII 1 IIIIIIII 1 IIIIIIII 1 IIIIIIII 1 IIIIIIII 1 L1111l

103 102 10 1 10 107 10°

Wy,

Figure 2.11: Bode Plot of a high-pass RC filter.
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The first characteristic of Figure 2.11 is that tors> wy, there is no discernible attenu-
ation visible — the filter does “nothing” to the signal, as weuld hope. Atw = wy,

A = 20Ioglo<\§>

1
— 20logyo | ——
gl°<\/1+1>
— _301dB

SOw = WY is often called “the 3dB point” of a filter. As can be seen inBale plot, this is
the frequency when the filter's response begins to changelyap

For lower frequencies, the response of the filter changedite avith constant slope.
We can easily derive this slope by using the Taylor expansiotine filter response.

v 1
v 149
~ w
w—0 oy
A(w < ux) = 20log;, <2>
wo

Thus we see that when the frequency falls by a factor of tem,attenuation increases
by —20dB. This fact is often expressed as “twenty dB per deca#fet. audio purposes,
factors of two are quite important as a factor of two in fregmerepresents a musical
interval of an octave. A factor of two decreasewnvill generate an increase in attenuation
of 20Iog10% = 6dB, which is expressed as “6 dB per octave”.

The slope of 20dBdecade is characteristic of first-order filters. It appliestiee low-
frequency response of high-pass filters and the high-fregyueesponse of low-pass filters.
Stronger filters (with steeper slopes) can be built usingl@oations of resistors, capaci-
tors, and inductors. The design of such filters is subjectriaraber of trade-offs and the
researcher is recommended to consult a more detailed taghiér-order filters are needed.

2.5.4 RLC Circuits

High-pass and low-pass filters can be created using induatstead of capacitors, but
this is rarely done in practice since real inductors arelehging to work with. Inductors
are used with capacitors, however, in more complex filtermngitler the circuit shown in
Figure 2.12.

We can analyze this circuit by noticing that it is a parallembination of an induc-
tor and a capacitor in series with a resistor. We can begindbgrohining the complex
impedance of the combined inductor-capacitor system.

VAW
7 +2Z

Zic
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Figure 2.12: An RLC filter

(iLw) ()
iLw— o
L

c
1
Lw— o
—iLw
LCw?—1

Next, we can express the output voltage of the filter usingfdhaliar series voltage
divider formalism.

R
Vi =V
R+Zc
A 1
- = —
v 1- R(L(Iiu(;z)fl)

At very low frequencies, the filter response is to pass tHesfghal. This can be under-
stood intuitively as the capacitor blocking the signal, thet inductor allowing it to pass.
At high frequencies, the filter similarly passes the fullngifj which can be understood as
the inductor blocking the signal but the capacitor pasding i

What about the behavior in between? In this case, neithaesistor nor the capacitor
will be fully conducting. If we look carefully at the equatipwe notice two character-

istic frequencies in the denominatow,_c = % which is the characteristic frequency

of the inductor/capacitor combination angr = E, which is the characteristic frequency
of a simple RL filter. We can re-write the attenuation equatising these characteristic
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frequencies:
V'] 1

V| 1_jw Ui

WLR WP— 0
In this form, we see that whem — w, ¢, the attenuation will become a maximum. In Bode
plot format, as shown in Figure 2.13, it is clear why this filie called a “notch filter”:
the filter takes a notch or chunk out of the frequency rangee Whith and maximum
attenuation of the filter can be adjusted ustag, but not independently. Independent
control of the width and maximum attenuation requires adigirder filter (one with more
components than a simple RLC circuit).

Attenuation [dB]
S
T 1T | T 1T | T 1T | T 1T | T 1T | T 1T

_60 | | IIIIII| | | IIIIII| | | IIIIII| | | | I I |
107 101 1 10 107
w/wLC

Figure 2.13: Bode plot for the notch filter
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2.6 Real Components

2.6.1 Real Resistors

The resistors which you can pick up in the lab or purchase Bopply stores have several
imperfections. The first is that real resistors are manufadtto specific resistances within
tolerances. Common tolerances &®8% and+1%. Thus a 10Q + 5% may actually be
96Q or 1032. Resistors with tolerances as tight a81% can be obtained (for a price!), but
generally circuits can be designed to work with 1% or 5% toiees.

One could imagine going through a batch of 5% resistors aimdywe ohmmeter to
find those within 0.1% of the desired resistance. Howevamew this case the resistance
may not be exactly as expected when the circuit is in use. iBhiecause all resistors
exhibit changes in resistance with changes in temperakoerelatively small changes in
temperature relative to room temperature, the change esraiyntaken as linear so that a
coefficient of temperature change can be defined as thednattthange in resistance per
degree of temperature change.

AR
— =KAT
R

For most resistors, resistance increases with temperalypecal temperature coefficients
are in the range from.8x 10°K~1to 5x 104K,

2.6.2 Real Capacitors and Inductors

The capacitors which one can find in a lab fall into two largegaries: small-signal ca-
pacitors and polarized power capacitors. Small-signahciéqrs are appropriate for use
in filters and other analog circuits and provide limited aat@amce (up tox 1uF). These
capacitors can have a positive or negative voltage appbeasa their leads without any
problem — as a result they are the appropriate choice forimgrkith AC signals around
ground. However, for the power supplies and other purpassgsacitors with higher ca-
pacitance are frequently needed. This capacitance isqed\y devices with specialized
electrolytic layers between the electrodes of capacit@neggally these electrolytes work
only for a defined potential direction between the electspd® these capacitors are de-
scribed agpolarizedcapacitors. Connecting a polarized capacitor in reverae iffective
way to generate a puff of smoke and a dead capacitor! Capsaeite also constructed with
defined tolerances and exhibit temperature dependencenbra, the tolerances and tem-
perature dependencies are much larger for the polarizeatitas compared to the small
signal capacitors.

Inductors are generally built as coils of wire, sometimeapped around an iron core
and sometimes with an air core. Since the wire involved hamlagrent resistance, real
inductors always have a resistive effect as well. As a regudtictors are usually modeled
in realistic circuits as a inductor in series with a smallueatesistor. A realistic inductor
complex impedance would then have the form

Z| real = I0L+RL
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so the true phase shift will depend on frequency. At highdeswgy, the inductor behavior
will dominate the resistive behavior.

Inductors are generally considered to be bulky componemtgpared to capacitors and
resistors. In modern circuits, most inductors are quitellsrmach as the ferrite-bead in-
ductors used to reduce high-frequency noise in the inpgesthmany circuits. Elsewhere,
inductors have often been replaced by active circuits desigo perform the same function.

2.7 Diodes

Resistors, capacitors, and inductors are by themselvearligevices — the voltage across
them is linearly proportional to current (resistors) or ihtegral of current (capacitors) or
the derivative of current (inductors). By contrast, the@est semiconductor device is the
diode, which has a very nonlinear response to voltage. Biade crucial components for
power supplies and conversion of AC signals into DC onesy Hne also used in both the
production and measurement of light, as is discussed fuiriéhapter 4.

The response of an ideal diode can be expressed as a piecesitdance dependent on
the voltage across the two leads of the device:

0O ,v>0
R(V):{ o V<0

An ideal diode thus provides no resistance to current flownia direction, termed the for-
ward direction, while blocking any flow in the opposite diien. In contrast to inductors,
resistors, and (most) capacitors, the two leads of a diagearequivalent — while a resistor
or inductor can safely be plugged into a circuit two diffdrerays, thepolarity of the diode
must be carefully observed for proper circuit behavior. @irectionality of the diode’s
operation is reflected in the schematic symbol of the diodgu¢E 2.14) where the triangle
points in the forward direction of current flow (from the aedd the cathode).

Direction of Forward
Current Flow

Anode ‘ | Cathode

Figure 2.14: Schematic symbol for a diode

Packaged diodes will generally have a band on one end taaitedibe cathode or an-
other indicator of the identity of the leads.

The characteristics described above are of course anzd#al and we will discuss
realistic diodes a bit later, but we can begin by looking adesimple circuits to understand
the use of diodes.
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V'(t)

B T VAAAA

(a) - (b)

Figure 2.15: A simple diode rectifier circuit (a) axdt) behavior (b).

2.7.1 Diode Circuits

Consider the circuit in Figure 2.15a. This circuit is anotfem of the voltage divider
circuit, with the diode now playing the role &;. If we feed in a time-varying voltage
V(t) =V, sinwt, what will the voltage at the outpu¥/((t)’) be?

When theV (t) > 0, the resistance of our ideal diode will be zero, so

V/(t) = R——IT—OV(t) =V(t).

On the other hand, whén(t) < 0 the diode’s resistance will become infinite so

V/(t) = ﬁRmV(t) =0.

The resulting waveform is shown by the solid curve in FigudébB. The dotted portion
of the waveform has been “chopped off” by the diode circuihisTcircuit shows the use
of a diode as aectifier. Rectifiers are important for the conversion of alternatogrent
into direct current. In Figure 2.15a, the resistor standsfgeneric load which will see an
oscillating but always positive input voltage.

The variation of the voltage across the loadiarop can be reduced by adding a capac-
itor between the output of the diode and ground as shown iar€ig.16a. The capacitor
serves as a charge source during the period when the diodeeise-biased and not con-
ducting.

The capacitor will follow the RC transient behavior desedkabove with

Ve(t) =V, (1— e*‘/RC>

. Thus ifw < % the capacitor will not significantly discharge before thed# returns
to forward conduction and is able to recharge the capacgtaean in Figure 2.16b. The
resulting waveform is much closer to a true constant voltiage the circuit without the
capacitor. The circuit is a type of low-pass filter on the imdng signal and the large-value
(usually polarized) capacitors which are found in powerpéieg are generally referred to
asfilter capacitors
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Figure 2.16: A diode rectifier circuit including a filter cagitar (a) and the resultinyg (t)
behavior (b).

2.7.2 Realistic Diode Characteristics

Real diodes are not able to achieve quite the conversiondestaero and infinite resistance
which is implied by the ideal diode model. A real diode has petelency of current on
voltage similar to that in Figure 2.17. This sort of chartie®Wwn as an “IV curve” and the
curve for a real diode shows a number of interesting features

A
A4

Figure 2.17: Characteristic diode current versus voltaggbior (IV curve). The magni-
tude ofl, is generally O(10nA) or smaller.

The first feature of a realistic diode is that the resistarfcth® device does not go
to zero immediately for positive voltages. Instead, thera iregion where the diode is
roughly linear { O0V) before the curve turns sharply upwards in a roughly quadrise
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(I OV?). The amount of voltage required to get to the vertical porof the diode curve
is called the forward diode drop, and depends on the techpalbthe diode in question.
For a silicon diode, the forward drop4s0.7V. From a fundamental device-physics point
of view, the forward diode drop is related to the gap betwéenvialence and conduction
bands of the semiconductor material used to construct theéedi We will discuss these
details further in Chapter 4 when we study the device physievant to photodiodes and
other semiconductor sensors.

On the negative bias side, the diode exhibits a nearly constgerse leakage current
In over a wide range of voltages. This leakage current is gipe@ nA or smaller. At
a large reverse voltag®,{) the diode goes inteeverse breakdowand the reverse current
rises very rapidly with voltage. At this point, the diode igtuseful as a rectifier and a
current-limiting resistor must be included in series toidvdamaging the diode. If the
current is safely limited, however, reverse breakdown tsamtamaging condition for most
diodes. In fact, one can use the fact that the reverse breakdlope is much steeper than
the forward slope to perform voltage regulation.

Zener diodes are a class of diodes with carefully engineenaztse breakdown voltages
which can be used for simple voltage regulation. Figure ZA&ws a Zener regulator
circuit consisting of a bias resistétz in series with the Zener diode which supplies the
load R_. Notice that the Zener diode is installed “in reverse” to maise of the sharp
reverse breakdown transition. The transition is suffidgyesharp that the Zener will sink
enough current to make the voltage across it equsjto This regulated constant voltage
is then available to the load. A Zener regulator can be coetbimith the filtered rectifier
described above to provide a constant DC voltage sourcivediafree from ripple.

Figure 2.18: A simple Zener-diode-based voltage regulator
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Problems
1. Determine the Thevenin equivalent voltage and resistéorcthe circuit shown be-

low.

+5V 800
400
([ -2V
2. Determine if the circuit shown below is a low-pass or higtss filter, and find the
capacitance needed to obtain the saméor a capacitor-based filter.

\% V'
o (BT _@

40 mH

3. Suppose one has a signal with a frequency of 1 kHz whichirggk®vamped by
a 60 Hz background noise. One solution might be to apply alsimigh-pass RC
filter. If the filter is designed witlwy = 1kHz, by what factor will the 60 Hz noise be

reduced by the filter?
4. Determine the output of the filter below as a function ofjfrency.

R
Vl

\%
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5. The circuit shown below uses a special type of diode calfedED which produces
light when a current flows through it (these devices are dised in more detail in
Chapter 4). Such a diode exhibits a large forward diode droiglwdepends on the
color of the LED. Given the LED’s forward bias voltagés§ = 2.3V), determine the
correct resistor to use if the LED should have 10 mA of curfenting through it.

+5V . / /

ol

6. SketchV'(t) for the circuit below with the given input waveforki(t). Assume an
ideal diode (no forward diode drop and infinite reverse bdealn voltage).

V() V(1)

VAV

7. Determine the minimum filter capacitance required to kbepvoltage droop below
5 mV for a simple single diode rectifying a 10 V, 60 Hz input dedding az, = 35Q
load as in Fig. 2.16(a).

V(1) V'(t)
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Chapter 3

Operational Amplifiers

Physical measurements generally begin with a sensor whalhdes a voltage or current
signal. Frequently, the signals from sensors are quitelsndlmany sensors exhibit high
output impedance which limits the ability to use signals fftotting and display. Also,

the interesting physical measurement may not be a singtagelbut rather a difference
between two signals or a sum. We can use amplifiers to inctbasemplitude of signals,
but also to perform other more sophisticated signal pracgss

3.1 Amplification Principles

The basic role of an amplifier is to make a signal larger, eitheoltage or in current. In
either case, we can define the gain as the ratio between thet@utd input amplitudes.

© A
The amplitudes will generally be the input and output vaadout could also be the input
and output powers or currents. In fact, as we will see belos, af main uses of op-amps
is to buffer signals — to provide a power boost with no chamgamplitude.

The first law of thermodynamics demands that if the amplifi¢oiprovide more power
than it absorbs from its input, it must make up the differesmmehow. Thus, the amplifier
must be connected to a power supply to provide the necessargye In fact, most ampli-
fiers need to be connected to two power supplies. Sometimieg)le power supply will
be used and the second supply will be taken as ground, bullyuauseparate positive and
negative supply will be used as seen in Figure 3.1.

One might wonder why separate supplies are so often usedirgaddsecond power
supply increases the complexity and cost of a system. The reason is that amplifiers
cannot amplify signals beyond the range of their power sapplFor a small AC signal
hovering near ground, a single-supply setup cannot be usieel regative side excursions
will necessarily be clipped. In fact, most amplifiers regqusiome “head room” between
the desired output voltage and the power supplies. The mamiand minimum allowable
output voltages are called tisaturationvoltages &, andS_ ). Safe design of an amplifier

29
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+V

-V

Figure 3.1. Schematic symbol for an operational amplifi@wshg the power supply ter-
minals.

circuit requires keeping the output voltage within thisganand thus limits the range of
the input voltage.
S v S,

— <Vi<—
G~ G
3.2 Ideal Operational Amplifiers

The most commonly-used building block amplifier is the ofiereal amplifier or op-amp.
The schematic symbol for an op-amp is shown in Figure 3.1s Varsion of the symbol
includes the power supply connections which are often eahifor simplicity — we will
follow this convention for the most of the rest of the cirsui this chapter, except when
the power supply connections are relevant to the discussion

The op-amp is a three-terminal device with one output teah@nd two input terminals.
The two input terminals are called the “inverting input” ahé “non-inverting input” and
are labeled with a minus-sign and plus-sign respectivelire dutput of the op-amp is
proportional to the voltage difference between the nomditing and inverting inputs.

Vo = GO(V+ —V,)

Here we have written the op-amp gainGsbecause it is the so-called “open-loop” gain.
For an ideal op-amp, three important assumptions can be.made

1. The inputs of an ideal op-amp draw no currentl,se= 0 andl _ = 0. This is equiva-
lent to stating that the impedance of an op-amp input is iefini

2. The output impedance of an ideal op-amp is zero — the opeamprive any required
current.

3. The open-loop gain of an ideal op-amp is very lai@g ).

IWwhile the impedance of op-amp input can be taken as infinitmesnot follow that the input impedance
of all op-ampcircuits will be infinite!
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Vout

Figure 3.2: The inverting amplifier.

Since the open-loop gain of an ideal op-amp is infinite, itsdoet make sense to use
it to simply directly amplify the difference the two inputghe amplifier will immediately
enter saturation on either the positive or negative sidé i¥- V_. Instead, the op-amp is
generally used in a closed-loop configuration where theutusdooped back in some way
to the inverting input to provide negative feedback stahtion.

3.2.1 The Inverting Amplifier
Ideal Analysis

To understand how closing the loop provides significant fitspdet us analyze the circuit
in Figure 3.2. This circuit is called an inverting amplifiéoy reasons which will become
clear.

The non-inverting input of the op-amp is connected diretdlground, so the relation-
ship betweelVyy; andV_ is quite simple.

Vout — GO(VJr —Vf) — —G()Vf

For the analysis of the circuit, it will be more convenienttork with V thanV_, so we
will use this relationship to make the necessary replacémen

Since we know the voltages at both endsRefwe can easily write down the current
across this resistor.
V_ —Vout

Ro
72;/2“‘ —Vout

Ro

—Vout 1
= 14+ —
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Similarly, we can write down the current through.

Vin—V_  Vin+ @
RR R

1=

Now we will invoke the first principle of the ideal op-amp, whistates that no current
will flow into or out of an op-amp’s input. Applying Kirchof§' current sum rule, we see
that

l1=1p

We can then substitute the values obtained above for theuwerts.

VOU
\/ln—l_(_‘_"_ot _ —Vout < l ) (3.1)

1+ —

Ry Ry + Go

We can takes, — o in (Eg. 3.1) to find the closed-loop gain of the circuit in tdeal
op-amp case.

Vin _ —Vout
Ry Ry
Ro
V, = V=
out n Rl
G= \@ - = R
Vin Rl

Thus we see that the output of the circuit is indeed a voleaggplified version of the input,
with the polarity of the signal switched. The amount of affiqdition is set not by any
inherent characteristic of the op-amp but rather by thereatgesistors. A single variety
of op-amp can thus be used for a wide array of circuits — a chemniatic which leads to
mass production and low cost for an individual op-amp. We alste that wherts, — oo,
V_ — 0=V.. This is a common characteristic of closed-loop op-ampuiisovhich we
discuss in more detail below.

If we intend to use this circuit to amplify signals from a highpedance sensor, we
should evaluate the input impedance and output impedandkeo€ircuit. The output
impedance of the circuit is straightforward; accordinghe third principle of ideal op-
amps, the output impedance of the circuit will be zero as thpud is directly driven by the
zero-impedance output of the op-amp. The input impedancdeavaluated by consider-
ing the current drawn by the circuit for a given input voltage This will simply be the
current throughR; which we have already calculated. In the case wiigre- oo,

_ Vin

[{ = -1
1 =3

so the input impedance of the inverting amplifier is simplytsethe value oR;.
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Effect of Finite Open-Loop Gain

In fact, the open-loop gain of real op-amps is large (Q(LMut not infinite. What effect
does finite open-loop gain have on the inverting amplifier?cafe reorganize (Eqg. 3.1) to

obtain
Vin _Vout 1 R2
no_ 14—
Re Re < Mo Rleo>
Vou _ R 1
Vin Ri 1+ Gio + %
R 1
G 2 (3.2)

R 1.+ <1+ %) /Go

The effect of finite open-loop gain is thus to reduce the trugput gain by an amount
which depends on the designed closed-loop gain. To keepptzenp behavior ideal, we
must require that

R
1+ 2=1-G< G,
Ry

This requirement generally limits the acceptable closeglgain to at most a factor of
1000, but one chain multiple stages of amplifiers to achiegkdn total gain if necessary.

3.2.2 The Non-inverting Amplifier

V, V.,

Figure 3.3: The non-inverting amplifier.

With the inverting amplifier behind us, let us shift our arsyto an amplifier design
where the input is connected to the non-inverting input efdp-amp rather than the invert-
ing input — the non-inverting amplifier (Figure 3.3).

In the non-inverting amplified, =V, so we can write the output voltage as

Vout = Go (Vln —V,)
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The currents across the two resistors are also simple te doitvn.

V_

Ry

Vout —V_—
Ro

1 =
o =

We can again apply the first principle of ideal op-amp beheaaiwl Kirchhoff’s current sum
rule to obtain the relationship between the input and outpliages.

Vf o Vout - Vf
Rl Ry
1 1 Vout
Vo | —4+— = — 3.3
(Rl " R2> Ro (3:3)
Vout 1 1 VOUt
Vi out)y o =, & _ Yout
< " Go> <R1+R2> Ro

When we again leG, — o, we can determine the closed-loop gain.

= \@ =1+ &
Vin R1
In this case the gain is positive, so an incoming signal will be inverted. The non-
inverting configuration is capable of gainsl, while the inverting amplifier is also able to
reduce the amplitude of signal — an achievement one coule mpassively using a voltage
divider!

The non-inverting configuration is particularly useful fmall voltage signals given
that its input impedance is infinite in the ideal case (androfh the G range for real
op-amps). A particularly simple use of the non-invertingpfiguration is thebuffer shown
in Figure 3.4. The buffer is a non-inverting amplifier with = 0 andR, = 0 which gives a
gain of 1. The buffer converts a possibly high-impedancaadimto a low-impedance one,
providing isolation between a sensor or signal and furthygrad processing steps or output.

VOUI

Figure 3.4: The op-amp buffer or unity-gain amplifier.
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3.2.3 The Virtual Short Circuit

Let us determine what the actual value\of is from the analysis of the non-inverting
amplifier, using as the simplest starting point (Eq. 3.3).

Thus, asG, — o, we see tha¥/_ — V, just as it did for inverting amplifier case.

The equality of voltage on the two inputs of an op-amp is a g@reharacteristic of
stable op-amp circuits. This behavior is commonly desdribe avirtual short circuit
between the two inputs. In the case where one of the inpuiisdgd ground, the other is
often referred to as wirtual ground Through feedback, the large gain of the op-amp will
cause the voltage on the inverting input to match the noartmg input even if the non-
inverting input’s voltage is changing. This behavior isyweseful for circuit analysis, as
we can use the virtual short to simplify the calculation. Gheuld be clear, however, that
the short circuit is virtual — a circuit design should notuatly tie the inputs of the op-amp
together!

Example

Figure 3.5: A meter amplifier.

Let us apply the principle of the virtual short circuit to & the meter control circuit
above. Needle meters are used for displaying all sorts aiegaland generally have an
angular displacement which is proportional to the currewifhg through them. However,
the resistance of the needle meter is not necessarily cirestaa function of angular dis-
placement. This makes it difficult to use the meter to reathgel directly or by including
a resistor in series with the meter. The circuit in Figure i8.8esigned to correct for the
meter’s varying resistance.
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Let us analyze this circuit using the principle of the viitghort circuit. In this case,
we see that

Vi =Vin=V_
and thus the current through the resistor is simply

VoV

R R

However, because the inputs of an op-amp do not draw cutifestinust also be the cur-
rent through the meter regardless of the resistance of therniehe circuit automatically
compensates for the changing resistance of the meter as@ofuf current. Of course,
this compensation will only work while the required drivelteage does not drive the op-
amp into saturation. The circuit also makes it simple to male dynamic range of the
meter with the desired voltage range — the resistor can eltas necessary to match the
full-deflection current of the meter.

3.3 Non-ldeal Op Amps

For the ideal op-amp, the inputs do not draw or source cug@mi the open-looy,,; will
be zero whev_ =V, . Unfortunately, these two assumptions do not exactly hotddal
op-amps, which can have a number of negative effects. Thé sameents which do flow
into or out of the op-amp’s inputs are referred to as biasaist while the differential input
voltage which does result in a zero open-loop output is refeto as the offset voltage. Op-
amps also have some tendency to amplify the suM_odndV, which is called common-
mode amplification. Finally, op-amps have maximum freqiesavhich they are able to
amplify successfully and these limits depend on the cldsed-gain as well as the signal
amplitude. All of these deviations from the ideal op-amp elaaill have implications for
the performance of real amplifiers and are particularly irtgoa for very high frequency
and high gain designs.

3.3.1 Offset Voltage

The offset voltage can be modeled by placing a small voltagely (Vo) in series with the
positive input of an ideal op-amp as in Figure 3.6. The sigimefoffset voltage varies from
device to device: it depends on small differences in thetigpages of the inverting and
non-inverting inputs. The magnitude of the offset voltaggehds on device technology
(“bipolar” op-amps tend to have smallegs than “FET” op-amps), but is generally in the
range 10QV — 10mV.

We can easily see the effect\df; by studying a simple inverting amplifier with a large
gain (say 1000x). For the realistic op-map we will obsenad Y¥h will not go to ground
as we would expect from the principle of the virtual shortait. Instead, it will approach
Vos: We can evaluate the behavior of the circuit using Kirchsagrrent rule across the
feedback voltage divider of the inverting ampilifier.
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Figure 3.6: A model of offset voltage.

b = I
Vin - Vos _ Vos - Vout
Ry Ry
Ry
Vout = ? (Vm - Vos) + Vos
1

For a 1000x amplifier, the output voltage for a zero inputagdt will thus be 1008
The amplifier will directly amplifyVys. For an op-amp with/os = 5mV, Voye will be 5V
with no input voltage applied!

There are a number of ways to limit the effect\@f in the relatively few cases where
it matters. One is to convert the inverting amplifier into ansting amplifier as described
below and provide a variable resistor to trim the output efaimplifier to zero when the in-
put is grounded. Some op-amps even provide special inpaifote trimming of the offset
voltage without connecting to the inputs. Unfortunat®y is generally a function of tem-
perature, so one cannot set the resistor once and forget fihayi require adjustment with
temperature. For applications where DC amplification ismeded, a different solution
can be used which is described in Problem 1 in this chapter.

3.3.2 Bias Current

While ideal op-amps do not draw any current through theiuiapreal op-amps require
a small current to bias their input stages. The magnituddisfdurrent depends on the
technology in use. In this case, the “FET” op-amps have muchller bias currents~
1pA) than the typical “bipolar” op-amp~ 1pA). The bias current for each input will be
different, but generally quite similar:.l‘i%s: < 1. For circuits which involve large-value
resistors, these bias currents can have significant effesctie currents involved become
similar in magnitude to the signal-induced currents.



38 CHAPTER 3. OPERATIONAL AMPLIFIERS

To study this, consider an inverting amplifier wia = 500kQ andR, = 5MQ. The
large value ofR; is chosen to raise the input impedance of the amplifier. Hewédtvnec-
essarily implies a small current flowing through the systdim.apply Kirchhoff’'s current
rule, we must include the bias currdpt as well. We will still assume that. =V, =0,
however.

lh = b+l
Vin _VOUt
— = lp_
Ry R +lp
—R
Vou = 2Vin + Rolp_
1

Thus, ifl,_ = 100nA, the actual output voltage will be smaller than thaidsy 500 mV!
Thus, the bias current effectively limits the sizeRyfwhich can be used which will limit
the gain which can be achieved with a fixed input impedancdicBlthat we take a current
flowing into the input as positive.

R,

VOLII

Figure 3.7: Cancellation of bias current effects in the itiag amplifier.

Interestingly, most of the effect of bias current can be ekettin an inverting amplifier
by adding a resistor between ground and the non-invertipgtias seen in Figure 3.7. For
the ideal op-amp, the effect & is completely negligible: since no current flows through
the input, there will be no voltage drop across the resistowever, the value dR; appears
for the realistic op-amp. In particular, op-amps are oftenstructed with matched input
stages so that the bias currents for the inputs are veryasitaileach other so that we can
assumdyp_ = I, = lp. The voltage at the non-inverting input will no longer bedsut
rather —Iy,R3. This changes the virtual short-circuit voltage \én as well, so we must
re-evaluate the current flow calculation above.

i = I+l
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Vin + 1bR3 o —lpRs — Vout
S =
Ry Ry
R RoR3
Vour = Vin+1lp [ Ro— —=— —R
out Rl in 1 b( 2 Rl 3>

We can choos®; to cancel the effect df, by setting the term in parenthesis to zero. When

we do so, we find that
RiR>

*"Ri+R
which is simply the parallel equivalent resistancérpfandR,. This technique will mostly
cancel the effects of bias current for the inverting amplifieaving only the effects which
come from differences in the bias current for the two inputs.

3.3.3 Common-Mode Amplification

In open-loop configuration, an ideal op-amp amplifies ong/\thitage difference between
the inputs — a common shift in voltage should not be amplifiebdese conditions can be
expressed algebraically as

Vi +Vo
Vout:GO(V+_V—)+Gcm< i >

2

where for a ideal op-am@.m = 0. The gainG., is referred to as theommon modegain.
Generally, the common mode gain is compared to the diffelagein as the common mode
rejection ratio (CMRR) which is often expressed in decibels

CMRR = 20log,, ( Col >
|Geml
Typical CMRR values for op-amps are in the range 70 dB to 120d®Bore.
Common-mode amplification is not a problem for the inveri@mgplifier — since both

inputs are close to ground, the common mode voltage is sifRatlthe non-inverting am-
plifier, however, the effect of common-mode amplificatiom ds significant since both
inputs are similar in value and often far from ground. Comruade rejection is a general-
purpose concept which we will observe again when discugki@gnstrumentation ampli-
fier.

3.3.4 Frequency Response

The open-loop gain of op-amps is not constant with frequerlayfact, most op-amps
exhibit a decrease in gain identical to a low-pass RC filter20 aB/decade decline from
quite a low frequency (often in 100 Hz — 1 kHz range). This R@-tecrease in gain is not
by chance — most op-amps contain an RC-network whose rolldsavide compensation of
the op-amp to avoid it falling into self-driven oscillatio®p-amps are characterized by the
frequency at which the open-loop gain falls to unity whicloften called either thenity-
gain bandwidthor the gain-bandwidth product This parameterf{ = w/2m) is specified
on op-amp datasheets and is important even for closed Iaigroe
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To understand why the open-loop unity-gain bandwidth isdrtgmt to closed-loop am-
plifiers, recall (Eq 3.2) which gives the inverting amplifgain including finite open-loop
gain effects. For the compensated op-amp with a unity-gamdwidthoy, we can write
down the frequency-dependent gain using the low-pass fidteavior from Chapter 2.

1 )
Go(w) = o ~ Iy
_|_ >
wf
Thus, we can re-write (Eq 3.2) as
—R 1
G(w) = R o
b1 (14 ) 8

The gain of the inverting amplifier thus appears similar towa-pass filter. If we expand
this for large frequencies, we find

We can then define the characteristic closed-loop 3dB point

1+E—i 1-Gge

W3dB

whereGgy. is the DC gain of the amplifier. The gain of the inverting arfigtiis constant for
W < uygp and falls at -20 dB/decade above this critical point. As tlesed-loop gain of
the amplifier increases, the critical frequenayg falls. This trade-off between frequency
(or bandwidth) and gain is the reason for calltagthe gain-bandwidth product.

Example

Let us find fzgg and the gain at 10 kHz for the inverting amplifiers constrdaising an
op-amp withf, = 2.0MHz and with DC gains of -1X, -10X, -100X and -1000X.
We can find the 3dB frequency by simply using the relationflg@pweenf andw and

the definition ofwsgg.
1 2T[ft ft

We can then re-write (Eq 3.2) simply as

f3dB

G(w) = Ggc-
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DC Gain| fagg Gain at 10 kHz
-1X 2.0 MHz | -0.995X

-10X 180 kHz | -9.47X

-100X 20kHz | -66.7X

-1000X | 2 kHz -167X

41

3.3.5 Slew Rate

The frequency-gain limitations which arise from the linditbandwidth of op-amps are
not the only limitations on the amplitude/frequency resgonf op-amp amplifiers. Op-
amps are also limited in the rate at which their outputs camgh. This limitation applies
independent of the unity-gain bandwidth limit and is calledslew ratelimitation. Slew
rates are specified in units of/Ms with values as small as 1m\s and as large as 5kiis.
Slew rate limitations cause an op-amp circuit to fail to mgpto large signals as rapidly
as small signals at the same frequencies. The result of slanlimitation is frequently a
distortion of the wave shape — rapid voltage shifts becornaded as the output is limited
a linear ramp at the maximum slew rate.

Vv \%

@) (b)

Figure 3.8: Waveform distortions induced by slew limits.bioth figures, the dotted lines
show the expected response from the circuit in the abseralewafimits while solid curves
show the actual response.

Two examples of waveforms which have been distorted by st limits are shown
in Figure 3.8. In Fig 3.8a, the expected output is a step fonciThe output is not able to
reproduce this because of both the finite gain-bandwidtklyrbof the amplifier and the
slew rate limitation. In this case, the slew rate limitatisrdominant as evidenced by the
linear voltage increase at the maximum slew rate of the op-dfrthe circuit was limited
by the gain-bandwidth product, one would expect an expdalelméhavior depending on
wy as for the RC transients discussed in Section 2.4. In Fig, 3n@bexpected output is a
sinusoidal wave, but the slew-rate limitation producesamtile wave as the amplifier lags
behind the desired signal. In both cases, the linear rameprti of the waveform is the
hallmark of slew-rate limitation.
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3.4 Op-Amp Applications

Now that we have studied the two main op-amp circuits in bogtideal and non-ideal case,
we can proceed to look at a number of interesting applicationthis flexible and powerful
element.

3.4.1 Summing and Differencing Amplifiers

Summing Amplifier

Figure 3.9: The summing or averaging amplifier.

Figure 3.9 shows the summing amplifier, which is derived ftominverting amplifier
by adding additional resistors in parallel to the origiRal We can most easily analyze
this circuit by using the virtual ground & . Thus, the current across each of the input
resistors will be simply related to the voltage on that inplt = \F% and so on. However,
since the input does not draw current, we see that the cuaceossR; must be the sum of
the currents across the input resistors.

lf = hhi+lo+13
Vow Vi Vo Vs
R¢ R R R
Vi V2 V3
V, = R|{=+=+=—
out f<R1+R2+R3

Thus, the output voltage is the weighted sum of the inputagals. We can vary the weights
to perform different calculations. In particular, if we &lR; = R, = RandR; = R/3 then
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the output voltage will be the negative average of the inplibges.

R/Vi Vo V3
V., = | =42
out 3<R+R+R>

_V1+V2+V3

3

Differencing Amplifier

Since we cannot pull a negative resistor off the shelf, h@yewe can only perform sums
with positive weights using the summing amplifier. To perioa differencing operation,
we can use the circuit in Figure 3.10, which is a differencngplifier.

R,

VOUt

Figure 3.10: The differencing amplifier.

We can immediately derive the expressions for the voltagdseawo op-amp inputs in
terms of the two input voltages and the op-amp output voltage

Vi = VbRei4R4
h = 1
VaeVo Vo Voy
Ry o R

This analysis of this circuit is greatly simplified by the asgtion that the negative
feedback is successful and that the principle of the virgkairt circuit applies so that
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V_ =V.,. In this case, we can solve for the output voltage in term&@iriput voltages.

Vout == Vf <1+ &> - —Va
Ry
Ri RI+R R
Re+tRe Rl R *
RitReRy R

bR3+R4R1 Ry °

This arrangement allows for relative weighting of the twplits. If we wish to make a
direct subtraction (as is often the case), we caifiRset R; andR, = R,. Then we obtain
Ry

Vout = =— (Vo — Vi
out Rl( b a)
This circuit performs the direct subtraction exactly as wauld want and the differential

gain can be controlled by the resistor ratio.

3.4.2 The Instrumentation Amplifier

The simple differencing amplifier, while useful for perfdng differencing operations, has
difficulties in the case of small signals, particularly fonall signals on top of a large
constant voltage. One obvious area of concern is the inppedance of the differenc-
ing amplifier — for small precise signals, we want a large tamsimpedance. The input
impedance fol, is clearlyRs + R4. The input impedance fof, is actually non-constant
and depends ow,. An obvious improvement to the simple differential ampiifiethus to
add non-inverting amplifier stages to both buffer both isputaising the input impedance
to a large value at the cost of adding two op-amps to the degigase amplifiers can be
constructed to provide all necessary gain, which allowgltfierential amplifier to operate
with Ry = R, which is the simplest arrangement to maintain. In partigulze resistors
can be matched in temperature response and other drift ioettpute accurately, which
improves the precision of the differencing quite substdiyti

The second main improvement made in the instrumentatiorif@enps to reduce the
common-mode gain of the amplifier. Instrumentation ampéfere frequently constructed
with very large gains (10000X or more) and common-mode dination in the first stage
can easily overwhelm the ability of the differential amlifto operate. To fix this problem,
the input non-inverting amplifiers have th&y connected together rather than to ground as
seen in Figure 3.11. The output of this configuration can logval(Problem 3) to be

2Re
This result shows another major convenience of the instnt@tien amplifier configura-
tion : the differential gain can be controlled by varying tladue of a single resistoRg).
While instrumentation amplifiers can be constructed frodividual op-amps and re-
sistors, they are more often obtained as integrated ditctiihe IC contains the two input
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Figure 3.11: The instrumentation amplifier.

stage op-amps and the entire differential stage. The @tiegrof the differential amplifier's
resistors into the IC greatly improves the stability andcmmien of the its operation. The
user of the IC instrumentation amplifier need only providettho R= and oneRg resistors,
as well as the power and input signals.

3.4.3 Current to Voltage and Voltage to Current

The circuit in Figure 3.12 looks like an inverting amplifieitiv (negative) infinite gain:
R; = 0Q. Indeed, if one connects a voltage source to the input, thdtrevill necessarily
be a saturated output with a polarity opposite to the inpakwvéler, this circuit is intended
for converting current signals into voltage signals; it tssamsimpedance amplifiekVe can
easily see this by observing the effect of a current sigjpapplied to the inverting input.

Iin = I2
_ Vou
= Ry
Vou = —linR2

Thus, the magnitude of the output voltage is proportion#héanput current and the re-
sistorR,. This may not seem like a major accomplishment — a simplstads able to con-
vert a current into a voltage. Notice, however, the diffeeeim input and output impedance
for a transimpedance amplifier compared to a simple resitoe input impedance of the
transimpedance amplifier is zero, which the desired behdwica current sink, while the
input impedance of a resistorks The output impedance of the amplifier is also zero, while
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R,

Vout

Figure 3.12: A transimpedance or current-to-voltage ainepli

the output impedance of a resistor to grounB.ig hus, the transimpedance amplifier allows
the choice oR (and thus the gain) to be independent of the input and outppédances,
both of which are optimal for a current-in/voltage-out aevi

Besides converting currents into voltages, we can use qgsdaonconvert voltages into
currents. In Section 3.2.3, we studied the meter amplifieickvis a voltage to current
converter where the leads of the meter are connected bethveeutput of the op-amp and
its inverting input. Often, however, we wish to supply a emtrwhich will be returned
through ground rather than having both leads connectedetmphamp. The circuit in
Figure 3.13 is able to provide such a voltage to current asive.

To ease the analysis of the voltage-to-current conversiouit; Figure 3.13 includes
labels for the currents flowing through each of the resistateiding the load resistdr_ —
clearly the most interesting current is the current throtighload! This current can be de-
termined using Kirchhoff’s current sum rule at the positiveut of the op-amp. Taking into
account the positive current directions as defined by trenarKirchhoff’s rules require:

le=1lg+ 1L
It is simple to write down the currem in terms ofv,. .
_ Ve
=R
We will make the assumption of the virtual short-circuit this circuit, which tells us that
V., =V_. We can use this fact to determine a relationship betveandly
Vout — V4
Ro

lg

IC —



3.4. OP-AMP APPLICATIONS 47

R
Vin .

A

Figure 3.13: A voltage-to-current amplifier.

_ Vou—Vo O
Ry b

Since the inverting input of the op-amp draws no current, areabserve that

|b - |a
L= _VYn—Vy
c R]_

With these results, we can simplify the current equation.

le = lg+IL
Vi Vi Vi
A R
R Ry R,
| = _JUn
L Rl

Thus, the current through the load can be set by the inpudg®]tprovided that the op-amp
is not driven into saturation trying to supply sufficienttamje and current. This is not the
only solution, of course; by using two op-amps, a current@ugan be created which does
not exhibit the sign inversion present in this simpler dircu
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VOU[

Figure 3.14: An op-amp based integrator circuit with reset.

3.4.4 Integrators and Differentiators

As we have seen, the inverting amplifier is a flexible and edtng circuit, the behavior of
which can be modified in many ways by additional resistors Béhavior can be extended
still further by replacing one or the other resistor in theenting amplifier by a capacitor.
Depending on which resistor is replaced, the resultinguidimperates either as a integrator
or differentiator of an input voltage signal.

Let us begin with the integrator. In this circuit, we replalee feedback resisté®, with
a capacitor as shown in Figure 3.14. For practical reasbasitcuit also includes a switch
across the capacitor which will allow the capacitor to belsged, resetting the integrator.
To analyze the response of the system, consider the situahere the capacitor is initially
discharged and a voltage sighl(t) is applied to the input. The input resistor will convert
the voltage signal into a curreh(t).

(1) = Vin(t) ;V, (t)

This current will charge the capacitor, according to its hLaw”.
1 rt
V(O -Voult) = 3 [ 10)at
0
L tV V_(t)d
Y A CORAGL
The only problem is that we don’t seem to knblw(t). However, we can actually apply the

principle of the virtual ground even in this case — asANeon the capacitor increases, the
op-amp gain will push dowl,; to compensate to ke&fp (t) = 0. This will continue until
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R R,

W\ WV

c c

Vi(®) v R
V(1) Vo)

(@ (b)

Figure 3.15: Circuit designs for a simple (a) and realidt)cdjfferentiator using an op-amp.

the op-amp’s output saturates. Thus, the output of theitlbegomes the negative integral
of the input voltage signal.

1 t
Vout(t) = —@/O Vin () it

If the input resistor is removed, the integrator is conwkiteo a transimpedance integrator
operating directly on the input current.

For a realistic integrator, it is generally very importamuse an op-amp with very small
input bias currents or to balance out the bias current usiraglpjustable current source con-
nected to the inverting input. Otherwise, the integratibthe bias current may dominate
the signal, particularly for long integration times.

If we instead replace the input resist&; ] with a capacitor and keep the feedback resis-
tor, the result is the differentiator shown in Figure 3.15he behavior of the differentiator
is easy to demonstrate, as the principle of the virtual gilatiearly applies here.

d(Vin(t) = V_ (1))

Ict) = C

dt
dVin (1)
dt R
Vo Voull)  Voull) Gl
R N R dt
dVin(t
Voult) — —RC%()

This differentiator design, however, suffers from a siguifit flaw. For high frequency
signals, the impedance of the capacitor will go to zeéte() — 0). This is equivalent
to takingR; — 0 in the conventional inverting amplifier, which means thaifterentiator
built as in Figure 3.15a will suffer from a very large amplion of high frequency noise.
This noise will dominate any signal from the differentiat@me way to attack this problem
is shown in Figure 3.15b. The combination Rf andC acts as a low-pass filter with a
characteristic frequendg;C. However, this filtering behavior may distort the differiaht
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Figure 3.16: An op-amp-based comparator.

of Vin(t). Because of these significant non-idealities, the diffeaéor is rarely used in
practice.

3.4.5 Comparators

All of the uses of the op-amp to this point in the chapter havelved negative feedback and
the principle of the virtual short circuit has applied. Ténés one use where this principle
certainly doesiotapply: the comparator as seen in Figure 3.16. This is amsglikisimple
circuit where we cannot assurive = V.. In fact, wheneveWV,, < V_, the output of the
circuit will go into negative saturation while whéfy, > V_, the output will be in positive
saturation. The comparator thus performs a threshold ifimctvhich is often useful to
trigger some action for coupling analog circuits to the tdigcircuits we will discuss in
later chapters.

An op-amp is actually not the best choice for this circuitpérticular, general-purpose
op-amps have significant delays in coming out of saturagorthey tend to be quite slow
as comparators. In addition, most digital logic systemsa@$ see in detail later) would
prefer to receive eithefV or ground, rather than the negative and positive rails obhe
amp power supply. As a result, dedicated comparator chigswRich avoid full saturation
and provide ampen-collectoroutput. An example circuit using such a comparator is shown
in Figure 3.17. An open-collector output is one which wikilsicurrent but not supply any.
This means that the output of the comparator is

ov Vin <V_
0A(Zyg— ) Vin>V_

As aresult, the final output voltage will be zero for inputtolethreshold and.. for inputs
above threshold. The value ¥§; can be tuned for the particular flavor of digital logic in
use.
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Figure 3.17: An open-collector output comparator allowtognection to any digital logic
family.

Problems

1. Consider the inverting amplifier with capacitively coegblinputs below. Show that
the amplification of high frequency signab (> 10kHz) is the same if the signal is
applied to either Point A or Point B. Next, find the ratio betnehe response of the
circuit due to the offset voltagé,s if the input signal is applied to the two different
positions. Does this effect depend on temperature? Thidstmrates one way to
manage offset voltages in high-gain designs.

M

1k

100 nF

2. Consider the schematic below of a sensor and an amplifigter@ine the voltages
at Vi, andVy in terms ofVy and compare to the expected gain of the standalone

amplifier. Can you explain any observed difference? Howdadé difference be
decreased?
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3. Show that for the circuit shown in Figure 3.11

2
Vou = (Vo —Va) <1+ %)
Hint: Since the right portion of the circuit is simply a difemtial amplifier (with the
behavior already derived in Section 3.4.1), you need ordys$amn the left portion of
the circuit and determine the difference between the injputse differential amplifier

stage.



54

CHAPTER 3. OPERATIONAL AMPLIFIERS



Chapter 4

Sensors

For electronics to be useful for an experimenter, the playgar chemical) observables of
an experiment must be converted into electrical signalss iBhthe job of the sensor — a
wide class of devices which convert sound, temperaturesspre, light, acceleration, and
more into electrical currents or voltages. Once the coimeilis made, we can apply all the
amplification and processing techniques we have learned egi-amps to tailor the signal
to our needs.

This chapter will cover both the basic principles of sensord of the design of mea-
surement circuits. Measurement precision can often bedwegr either by the choice of
more precise (and more expensive) components and insttarmeby careful design of the
measurement to limit the impact of noise on the measurement.

4.1 Basic Sensor Principles

In general, sensors can be modeled as combinations oforssisapacitors, inductors, volt-
age sources, and current sources. A given type of sensogevitrally have a dominant
characteristic, such as being primarily resistive in reatuith a resistance proportional to
the gquantity to be measured. The appropriate measurenamtigee will depend on the
nature of the sensor. Generally, the final goal is to produegaltage signal which can be
easily converted to digital form for acquisition and anaysith a computer.

Besides the nature of the sensor, an additional importatdrféas the environment of
sensor and its connection to a measurement apparatus. &opkx cryogenic experiments
frequently involve measurements where the sensor is kaptnafractions of a degree of
absolute zero while the electronics is kept at room tempeFatSuch configurations nec-
essarily lead to long lead wires between the sensors andhtpéfiars. This can lead to
significant noise pickup on the sensor leads. All wires caraa@ntennae receiving am-
bient electromagnetic radiation. This antenna-like baraesults in unwanted additional
signals on the lead wires which is one of the major sourcesoidenin an experimental
setup.

The induced noise is most often in the form of a weak, timeduagrcurrent source. As
a result, the largest noise impact is observed for ampli¥igits very high input impedance.

55
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Instrumentation
Amplifier

Figure 4.1: Reference-line technique for subtracting cammode noise using an instru-
mentation amplifier.

In this case, a small additional current can become a larjage signal through Ohm’s
Law. Unfortunately, amplifiers with large input impedance aeeded to amplify weak
(high output impedance) sensors. These amplifiers musrdi installed very near the
sensors (as “pre-amplifiers”) or shielding should be useddace the noise pickup.

To reduce the induced noise in wires and cables, it is ofteessary to surround the
signal wire with a metal sheath (often a flexible braid) whikkonnected to ground. This
grounded shield will absorb the external noise while theaigvire — a Faraday cage for a
single wire. As an added benefit, the shield provides a cohptatential environment for
the signal and a constant characteristic impedance whiphowes signal integrity. Simi-
larly, low noise amplifiers are usually enclosed in a metal too shielding purposes. In all
cases, it is good design to minimize the length of wires usessemble a device and to
avoid loops or similar structures which can act as even niteetere antennae than simple
straight wires.

4.1.1 Voltage and Current Sensors

The simplest sensors to use are those which provide voliggals directly. For such a
sensor, the main concerns are the output impedance of thersamd any noise which may
be picked up along the way. A non-inverting amplifier (suclaamity-gain buffer ampli-
fier) can improve the impedance characteristics of a volsagsor, and such initial “pre-
amplifiers” are often found at the beginning of a signal pssagy chain. Noise manage-
ment for voltage sensors often includes both passive tgabrisuch as using well-shielded
cables as well as using differential measurement techsitueemove the common-mode
noise.

Inductive noise as well as ground noise and other effecteagdénsor can be subtracted
using a reference line technique as seen in Figure 4.1. Ratreusing a single voltage sig-
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Rump

(b)

Figure 4.2: Direct constant-current (a) and constaniagat(b) techniques for resistive-
sensor measurements.

nal, the design uses two signals with similar characteristpedancesZsig ~ Zret). Most
noise sources, including the inductive noise represenyed ke Will induce common-
mode swings in the two lines — both lines will rise or fall ttger as a result of the inductive
noise. The reference line can then be used to subtract themoormode noise by feeding
the reference and measurement lines into an instrumemtatiplifier.

Current-mode sensors tend to be much more robust agairss ti@n voltage-mode
sensors, particularly when low input-impedance amplif@ssused. Conventionally,
characteristic impedance inputs are often used which nvegdlito a wide range of coaxial
cables. Twisted pair cables often have characteristic dapees around 100 Sensors
which produce current signals can use a simple resistorranaitnpedance amplifier (Sec-
tion 3.4.3) to convert the current signal into a voltage. Thesimpedance amplifier has
the advantage of an ideal zero-impedance for the current,impmpared to th&, = R
for the simple resistor. The main disadvantage of the sirtralessimpedance amplifier is
that the op-amp input is directly connected to the outsidddvand may be damaged by
excessive voltages or currents — the addition of a seriestaesaises the input impedance
but provides protection.

4.1.2 Resistive Sensors

Many sensors are not pure current or voltage sources, thérrbehave as resistors with
a resistance proportional to the quantity to be measuredsitive sensor will generally
depend on an Ohm'’s law-based measurement. A direct appticat Ohm'’s law would
imply applying a known current and measuring a voltage asiguré 4.2a or applying

a known voltage and measuring a current as in Figure 4.2b.otim figures, the smaller
resistors represent parasitic resistances from the gpdtid contacts. These resistances will
induce errors in the measurement: the actual resistanng beasured IR+ Ryire + Rire-

If R> Ryire then the effect of the wire resistance can generally be otsgle otherwise

a technique such as the four-point resistance measurerastrilted in Chapter 2 may be
used.
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Figure 4.3: Wheatstone bridge and instrumentation amiptiienbination for precise mea-
surement of small changes in resistance.

If the response of the sensor is linear, we can write the tiamiaf resistance with the
guantity under measurememn) @s

X— Xmin

RO = Ro+8a(0) = R +Ke <Xmax_ Xmin>
where Xmax and xmin are the largest and smallest values of the parameter whilttbavi
observed. The resistances change coeffidignthus has units of resistance representing
the change of resistance over the full parameter rangenQfte change in resistance for a
resistive sensor is quite small over the full dynamic ranigth® measurement compared to
the total resistance, €tk < R,. Thus, we are interested in a small change in resistance on
top of a large constant resistance. It can be difficult to nthikemeasurement accurately
as increasing precision in an amplifier limits the dynamitgeaof the amplifier — we must
avoid amplifier saturation.

The natural alternative to a direct resistance measureimardifferential measurement
which can bring the power of the instrumentation amplifigoiplay. One particularly
powerful arrangement is th&heatstone bridgeonfiguration shown in Figure 4.3. In this
configuration, a voltage is applied across a pair of voltagelers in parallel and the mea-
surement is made between the two inner nodes of the bridge.

Ro
Vi = Veero—
! o Rmeas+ RZ
R
Vs 2

Veip————
CCR1—|—R2



4.1. BASIC SENSOR PRINCIPLES 59

R> Ry
VoV, = V -
- CC<R1+R2 Rmeast+ R2>

Thus, if R1 = Rneas the voltage difference will be close to zero. Any small d¢ioins

in RmeasWill cause changes around zero rather small changes on & dargstant value,

allowing the instrumentation amplifier and any following @lifiers to provide a large gain.
SubstitutingR; = R, into the equation for the voltage difference, we find

R, R,
VooV, = V _
2— °°<RO+R2 RO+AR(X)+R2>

1 1
= V. -
°°<RO/R2+1 RO/R2+AR(X)/R2+1>
If we consider the case whekr(x) << R;, we can Taylor-expand this expression using
L —1_X4003).

a+x a a2

1 ~ 1 B Ar(X)/Ra
R/R+1+8:09/Re — R/Ret1 (R/Ro+1)?

v < AR(X)/Ro >
“\(R/Re+1)?

Thus, the change in resistance is directly proportionahéodbserved voltage difference.

Vo —Vp

Q

4.1.3 Capacitive and Inductive Sensors

Some sensors, including many position sensors, behaveiableacapacitors or inductors.
To measure the change in capacitance or inductance, a AGtixaiis generally needed
as the DC voltage across a capacitor or inductor is indeperadehe device'’s value. One
straightforward way to convert a capacitance or inductaiange into a voltage is to use
the device as part of a low-pass or high-pass filter and thésrrdme the average volt-
age using a diode and low-pass stage. A schematic for usimdgetthnique to measure a
changing capacitance is shown in Figure 4.4.

The measurement must be driven by a sinusoidal voltage witlaeacteristic frequency
win. If we choosewy, andR; to put the input filter below its roll-off (in the -20 dB/deaad
regime) for the expected capacitance ranges, we find that

Vi (t)
Vin(t)

WinR1Crmeas

The amplitude ratio o¥/;j;; over Vi, is thus directly proportional to the capacitance. The
role of the buffer in the circuit is to provide a impedancewasion of the filtered signal to
drive the final “detector” diode and low-pass filter. The rofehe diode and the final low-
pass filter is to convert the oscillating signal with an agersoltage of zero into a constant
voltage close t&yj: . The utility of this design can be limited by coupling of hiffjequency
noise, so it is sometimes necessary to change the inputtéileelow-pass type. This yields
an inverse proportionality betwe#fy; and the variable capacitance.
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Figure 4.4: Measurement of a changing capacitance usinghagdass filter technique.

4.1.4 Semiconductor Device Physics

Many interesting sensors are based on semiconductor alajeso a review of semicon-
ductor device physics is relevant before discussion ploated and other semiconductor
sensors. We will not make a complete derivation of the reiepaysics here — the student
is recommended to consult a full semiconductor device tokkfor complete details if
needed.

From a condensed-matter viewpoint, a semiconductor is ariahtvhere at zero tem-
perature the highest-energy occupied band of states (teeceaband) is completely full
and next higher band (the conduction band) is empty. At zegress, the semiconductor
will not be able to conduct current. This contrasts with aahethere the highest-energy
occupied band is not full and conduction can occur. An irsualhas the same band struc-
ture characteristics as semiconductor — the distinctigdhas the energy gap between the
bands is small (a few timdg; x 300K) for a semiconductor and much larger for a good
insulator. At temperatures above absolute zero, thernadimeffects will cause the gen-
eration of electron-hole pairs at a rate dependent on teahperand the band-gap. Thus,
a pure semiconductor at finite temperature will be a poor gotwd of current, but not an
insulator. Notice that whenever a electron is promoted fthenvalence band to the con-
duction band, a gap (or hole) is left in the valence band. fbis functions as an effective
charge carrier with positive charge and can move througimiuerial.

The characteristics of a semiconductor material can befraddiy adding small quan-
tities of impurities, often called dopants. These impasttend to have states which lie in
the valence-conduction gap. The states may lie near thecatgand, where they tend to be
empty states af = 0, or they may be near the conduction band where they tend fidlbe
atT = 0. Notice that the concentration of the dopants is low endbghthese states do not
form bands — they remain as isolated states. At finite teniyreradopants with states near
the conduction band will lose their electrons into the cantidun band, providing an excess
of free electrons. Thus, a material doped with donor impgiis called an “n-type” ma-
terial, as it has an excess of negative charge carriers. ©atkier hand, acceptor dopants
at finite temperature will trap electrons from the valencadydeaving extra holes in the
valence band. Materials doped with acceptor impuritiedtaue called “p-type” materials.
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Figure 4.5: Band-diagram structure for a pure-semicormtuet), doped semiconductor at
T =0 K (b), doped semiconductor at finite temperature.

When n-type and p-type materials are connected togetreemetult is a pn junction.
Along the interface between the two materials, the exceksHoom the p-type material
and the excess electrons from the n-type material will coenbind as charge carriers diffuse
to the junction, the process continues. However, the algionor or acceptor atoms are
fixed in the lattice and unable to move so this process creapEspulation of positively-
charged ions in the n-type material and negatively-charged in the p-type material as
seen in Figure 4.6. These ions set up an electric field whiglosgs any further motion
of holes from the p-type or electrons from the n-type maltenia establishes an inherent
potential barrier or contact potential in the device. Thgar over which the electric field
extends has no free charge carriers and is generally rdferi@s the depletion region. The
width of the depletion region along the axis between theteddes is called the depletion
width and is a critical parameter in junction design.

Because of its built-in electric field, a pn-junction is aldefunction as a diode. If the
p-electrode is raised to a higher voltage than the n-eleefrihe externally-applied electric
field will cancel part of the ion-induced field, allowing a cemt to flow. However, if the
n-electrode is raised to the higher potential, the depietémgion will be widened and no
current will flow. Thus, the p-type end of the diode is the anaahd the n-type is the
cathode.

4.2 Selected Sensors

Now that we have discussed the general principles of sersmtaneasurement, we can
focus on a specific subset of sensors.

4.2.1 Temperature Sensors

Temperature sensors are important both for measuremembroohtrol and monitoring of
experiments. For cryogenic measurements, for exampleceurate measurement of the
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Figure 4.6: A pn-junction
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temperature is critical to understand superconductingstiians, ferromagnetic behavior,
and many other condensed matter parameters. There aralsdWfarent categories of
sensors which can be used.

Thermistors

The least expensive but least accurate solution for teriyeraneasurement is the ther-
mistor. Recall from Section 2.6.1 that real resistors haweperature-dependent behavior
which can be taken as linear for small variations in tempeeatRegular resistors are de-
signed to minimize this effect, but thermistors are dedigioemake these effects large.

AR

R= KAT
Depending on the material that a resistor is built from, #mperature coefficient may
be positive or negative. In general, semiconductor-lik@isters have negative tempera-
ture coefficients (resistance falls with increasing terapae) while metallic resistors have
positive temperature coefficients.

Thermistors in general are not tightly specified; one casimply read a resistance and
infer an absolute temperature. Instead, a calibrationguhae must be followed to establish
the resistance at a known temperature and the temperatiffeciemt can be used to follow
temperature changes around that known value. The diffatamisistance measurement
required for a thermistor is very well matched to the bridgghhique. Sometimes additional
terms are included to th&R(T)/R relationship to extend the performance of the device
outside the linear region.
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Special TopicLight Emitting Diodes

Light emitting diodes (LEDs) are an important subcategdrithe diode family. An LE

is essentially a conventional diode built of a material veittarge band-gap (on the orderjpf
2-3 eV). When a diode is operated in forward conduction,tedes and holes are inject

at the cathode and anode respectively and combine in thetiawptegion with a release f§f
energy. In the materials used to build LEDs, the transitimolves only a change in enerfly
(not momentum) which means that a photon with energy equbktband-gap is producegl.
In materials like silicon, the transition requires a monaemtchange of the electron afgd
energy which is released is generally absorbed by the siliatiice as a phonon rathgr
producing a photon.

LEDs are extremely efficient at converting electrical egeargo light and are used both §s
indicators and increasingly as general-purpose lightcamurBesides providing the powger
and indicator lights for many devices, LEDs provide the blght for many laptop an
telephone screen and are used in many new stoplights.

Touse an LED, one must provide a current source &80mA. Generally, one uses a voltgge
source, however, so a current-limiting resistor is reqlias seen below. To determie
the necessary resistor, we assume that the LED provides stacrvoltage drop —t
magnitude of the drop depends on the band-gap of the maaediathus the wavelength pf
the light produced. With this voltage drop, we choose thistasto limit the current to th
desired level.
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Figure 4.7: Temperature measurement using iron/consigudi) thermocouples with an
ice-bath as a reference temperature.

Since a thermistor is a resistor, injection of a current t@suee a voltage difference
will result in power dissipation in the thermistor. This ihgs a self-heating of the ther-
mistor independent of the temperature it is measuring. Assalt;, the thermistor should
be thermally well-connected to the sample it is measurimg current through the thermis-
tor should be as small as possible, and the sample heat gaplaculd be large enough to
absorb the heat load from the thermistor without a largecime® in temperature.

Thermocouples

An alternative physical principle which can be used for terapure dependence is the See-
beck effect. When a temperature gradient is applied aloggnagtal, a potential differ-
ence develops which is due to the differences in carrier litplais a function of tem-
perature. To measure this voltage difference, however,nomgt use a probe which will
necessarily experience the same temperature differeftiee probe is made of the same
metal, the potential differences will cancel. Fortunagtehe magnitude of the Seebeck
effect is different for different metals, so a junction offdient materials can be used —
the measurable voltage difference will be the differenc&aebeck effects between the
two metals. This is the basis for the thermocouple — two ligai metals connected
at a single point. Common metal pairs for thermocouple coosbn include Nickel-
Chromium/Nickel-Aluminum and Iron/Copper-Nickel. In thieear approximation,

AV = a(T —To)

wherea = 40uV /K for NiCr/NiAl and a = 51uV /K for Fe/CuNi.

In a practical thermocouple-based system, we must alsoyvaetnwut the junction be-
tween the thermocouple and the measurement leads whiclecidhie thermocouple to the
amplifier. These will effectively provide two additionalehmocouples at approximately



4.2. SELECTED SENSORS 65

? +8V

iy

AD590

©O)

1k

Figure 4.8: Example circuit showing the use of an AD590 semdcictor temperature sen-
sor with an output scale of 1 mV =1 K.

room temperature. In such an arrangement it is very hardliiorate the sensor and per-
form an accurate measurement. Instead, usually a secomddbteuple is used connected
so the that the two thermocouples are connected by a singgedfymetal. The measure-
ment is thus the difference in temperature between the temrihcouples. For precision
measurements, the second thermocouple is placed into Bipretemperature reservoir
such as an ice bath. A schematic of a full system based on tloeuples is shown in Fig-

ure 4.7. Since the thermocouple is a welded combination & metals, it can be used to
very high temperatures. Thermocouples are widely used &sure temperatures in metal-
lurgy and flame temperatures including safety systems fot fpghts. For these purposes,
an accurate low-temperature reference is often irrelevant

Current-mode temperature sensors

Thermocouples are effective for a wide range of tempersturat the requirement for a
reference temperature point is inconvenient and occabjgm@blematic. One alternative
for temperatures in the rangeb(’C < T < 200°C is a semiconductor-based measurement.
For example, transistors and diode both exhibit tempezadependence in their I-V curves,
which can be used to measure temperature. The use of a selmitonsensor allows the
integration of additional components to the sensor cirgsiipart of the IC at very low cost.
These components act as a local amplifier/signal proceskimhvgives the full device a
simple interface.
An example sensor of this type is the Analog Devices AD598aenvhich is designed

and tuned to provide a current signal which is exactly propoal to the sensor’s absolute
temperature, when at least 4 V of bias is applied across thadmninals of the device as
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shown in Figure 4.8.

1
I(T):%T

Thus, the current in microamps directly gives the absolataperature in Kelvin. The
current signal can be converted to a voltage signal eithardimple resistor as in Figure 4.8
or by a transimpedance amplifier configuration. These ssragerparticularly convenient
when long wires are needed as the current-mode signal isvedjainsensitive to noise
pickup and the additional resistance of the long leads doeaffect the current signal as
long as sufficient voltage is available at the device.

4.2.2 Photosensors

Photosensors are important both for direct measuremenightfand also in control and
communications applications. Semiconductors are wettheal to the task of photon de-
tection. Electrons in the valence band of a semiconductobegromoted to the conduction
band by absorbing a photon, forming an electron-hole pair.

Photoresistors

Photoresistors are the simplest type of semiconductorogletgctor : a single piece of
intrinsic (undoped) semiconductor. The electron-holesppioduced as light is absorbed
by the photoresistor will increase the conductance of tieicmductor, reducing its re-
sistance. Photoresistors are commonly built from semigotmdls with large band-gaps to
minimize the number of thermally-produced electron holiespd his increases the relative
sensitivity of the device to light, since the ratio of phgt@duced electron-hole pairs to
thermal pairs is increased. Photoresistors are often usednitrol circuits, as their sensi-
tivity is relatively low and their response to changing tigdvels is relatively slow.

Photodiodes

The workhorse of silicon photosensors is the photodiodeotdeliodes are operated in
reverse-biased configuration as shown in Figure 4.9. Whertitde is reverse-biased,
the current flow is very small as for any diode. When electrole pairs are photoproduced
in the depletion region, the high electric field in the depletregion rapidly separates the
electron and hole pair. The photo-produced carriers peowgbst of the current in the

device, so a photodiode operates as a current source angphepdate amplifier is the

transimpedance amplifier as shown in Figure 4.9. The nois le photodiodes is quite

low since the number of free thermal carriers is small and hiternal field of diode makes

it quite fast — photodiodes used in communications applinatare able to resolve pulses
with resolution of 50 ps.
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Figure 4.9: Light amplitude measurement with a photodiauteansimpedance amplifier.

4.3 Advanced Measurement Techniques

For small signals hidden in large constant backgrounds ange Iquantities of noise, more
advanced techniques may be needed. One of the most povwenfuliques is the lock-in
amplifier.

4.3.1 The Lock-In Amplifier

In the lock-in technique, the amplifier provides a referesigmal which is to be connected
to the apparatus and then multiplies the reference sigralthe input from the sensor. The
output of the sensor must be proportional to the referenith,axpossible phase shift. The
multiplication could be provided by a diode using the parthef diode characteristic curve
wherel 0V?2 or could be performed using a digital technique. The ternxariiis used
to generically designate device which performs the midion. The input voltage to the
mixer is the superposition of the reference signal, the oredssignal, and noise. We can
write these as

Viet(t) = Arcos(uxt)
Vsensdt) = Ascos(uxt+ 0)
Vnoise(t) = Z A COS(OO;'[)

The noise is represented as a Fourier series of noise comigomach with its own fre-
guency and amplitude. The amplitude of any particular campbcan be considered to be
small but the number of terms in the noise will be large.
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Given this, we can write the output voltage of the mixer asreftion of time.

Vmixer(t) = 2K [Vref (t)Vsense{t) +Vrernoise(t) +Vsensét)vnoise(t)]
= 2K [A/Ascoguyt)coguyt + 8)+

Z A:A coqoxrt) cogwit) + ZASAi coguyt + ) cogwit)
| |
We can simplify this equation using a trigonometric idegmntit
1 1
cogA)cogB) = 5 cos(A+B)+ > cos(A—B)

When we apply this to the mixer output voltage equation, wiala large number of
terms involving the sums and differences between freqesnci

1
Rvmixer(t) = AAscoq2wxt + d) + Af/Ascoq —90) +

> [AcAicos([ax + ] t) + AA cos([oy — wi]t)] +

> [AsAicos([axy + ]t 4 8) + AdA; cos([ay — ]t +9)]

|
For the lock-in amplifier, the mixer is followed by a low-pafdter with a very low
characteristic frequency. As a result, all the terms invgw, andowy drop out except for
any component which is exactly coherent with the referereguiency. If the reference fre-

guency is well-chosen to be far from common peaks in the regisetrum (such the 60 Hz
line noise), then we can neglect the noise contributionkerfinal current relationship.

Vout - KAr As COS( 6)

The resulting measurement is thus dependent on the phagedrethe sensor and ref-
erence signals as well as the magnitude of the sensor sifhialis inconvenient, so most
lock-in instruments provide a second internal channel etibe reference frequency is
phase-shifted by. The result is two measurements which can be combined td pisth
the amplitude and phase of the sensor signal.

Vb = KArAscos<6+g) — _KAAgsin(3)

V2+V2 = KAAsVCo2d+sid = KAAs
Vb KAAsSING

———— —tand
Va KA A;COsd



Chapter 5

Transistors

Transistors are the underlying building blocks for operadi amplifiers as well as the digi-
tal circuits discussed later. However, their detailed bignas relatively complex, compared
to either operational amplifiers or digital circuits. Infewlar, questions of biasing and lin-
earity must be addressed for discrete transistor circditsa result, experimentalists are
recommended to begin with op-amps and other “packagedi@uditand use transistors
only when necessary.

However, it is worthwhile to have a basic introduction to ttencepts of transistors
to help in the understanding of misbehavior in other cisuiflso, transistors are also
particularly useful for control applications where largerents or voltages may be needed.
In these cases, the transistors can be “managed” by an omalogic chip, making the
use of the transistor relatively simple. Use of discretadistors is generally mandatory for
currents above 100 mA, and many transistors are availablsuith currents in packages
which allow for efficient heat-dissipation.

This chapter serves as a basic introduction to transistuiscavers operations where
the detailed behavior of the transistors is not crucial. édadvanced design work should
refer to a more-detailed text.

5.1 Basic Transistor Operation

Transistors are three-terminal devices. Two of the tertaidafine a primary current-flow

path which can be controlled in some manner by the third miAt a basic level, the

control can be considered to be either current-based oagelbased. This distinction
divides transistors into two groups: the bipolar junctinsistors (BJTs) where the control
is current-based and the field-effect transistors (FET®revithe control is voltage-based.
Historically, BJTs were the first class of transistors depet, while FET transistors were
developed later but have come into very wide use due to theied power consumption in

digital logic.
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C C

Figure 5.1: Schematics and current flow labels for npn (&ft) pnp (right) bipolar junction
transistors.

5.1.1 Bipolar Junction Transistors

Bipolar junction transistors are structurally quite semito a “diode-and-a-half”. A diode
contains a junction between a p-type region and an n-typenggs described in Chapter 4
with the p region representing the anode and the n regionatie®de. As a result, current
is allowed to flow from n to p, but not in reverse. In a bipolansistor, an additional n or p
layer is added to create either an “npn” or “pnp” transiskach of the regions is connected
to a lead and has a particular role. The central region (wimiai not be the middle lead of
the package!) is called tlgateand it is responsible for the control. The other two leads are
called theemitterand thecollector.

The schematics for the two types of bipolar junction trasgsare shown in Fig. 5.1.
The arrow indicates the normal flow of current during operatiThus, for a npn transistor
the main current flow is from the collector to the emitter wHibr a pnp it from the emitter
to the collect. A careful consideration indicates that therent flow between the base
and the emitter is forward-biased in both cases (p to n) whieflow across the whole
device contains the backward-biased collector-baseipmdionetheless, current will flow
between the collector and emitter when a smaller curremtjésted into the base-emitter
system. The currents are proportional through a fgétalled the current gain.

Ilc =Bl

Typical values off range from 40 to 200, depending on the transistor technolddys
simple proportionality suggests easy use of transistargdaent application — just pick
the right3 (like a resistance) and away you go! Unfortunat@yis a difficult-to-control
parameter which varies significantly from device-to-devic

However, a basic voltage amplifier can be constructed usingrsistor and external
resistors as shown in Fig. 5.2. To analyze this circuit, watrfitst consider that the diode
junction formed by the base-emitter pair will have a forwhras voltage/ge. Given this,
we can determine the current through which islg:

AV = IgRg
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out

Figure 5.2: Common-emitter npn amplifier

Vin—Vee = IgR1

I Vin —VBE
s = TR

We can then apply the definition of the current-gain to deiteenthe current through
R>, which islc, assuming zero current flows out the output.

lc=Bls= F%(Vin —VBE)

The output voltage can thus be simply determined as

Vcc_Vout = ICRZ
R
= Bé(\/m—vBE)
R,
Vout = Vcc_Bﬁz(Vin_VBE)
1

Thus, the circuit is roughly similar to an inverting amplifigith a gainB%, though the
output signal is referenced Y@ rather than to ground. Such an amplifier is clearly able to
handle only positive voltage signals, since the input gatenust be larger than the forward
bias of the transistor. If the input voltage falls below therard bias voltage, the current
will fall to zero, clipping the waveform.

These various complexities in transistor operation areotiginal motivation for the
creation of the op-amp, which combines approximately tywergnsistors to produce its
convenient characteristics.
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p-channel MOSFET n-channel MOSFET

Figure 5.3: Schematic symbols for n-channel and p-chan@SWNET transistors.

5.1.2 Field-Effect Transistors

The second major class of transistors behaves in a mannewdahsimilar to a variable
resistor controlled by a capacitor. In these transistbisgetectric field from the control lead
modifies the connection between the main current leads tagehthe conductance of the
connection. The primary current leads in FET devices aled¢#ihesourceanddrain. As

in the case of BJTs, FET devices contain pn junctions whichkdack current flow. The
application of an electric field to the control electroddlezhthegate causes the junction to
be modified changing the conductance of the system. Thereaeesal types of FET in use
for various purposes. We will consider the most commonlyugpe for digital electronics
as an example — the enhancement-mode MOSFET.

In MOSFET devices, the source and drain electrodes conoeungterial of the same
type (p or n), with a large region of the other type of matenimbetween. Above the
connecting region, but insulated from it by an oxide laygthie gate electrode. The metal
electrode followed by the oxide layer give the device its aaMetal-Oxide-Semiconductor
FET. By applying a voltage to the electrode, electrons caattvacted to the connecting
region or driven away. Thus, by applying a positive voltagaminally p-type material can
be temporarily changed into n-type material near the oxaglerl This provides a continuous
channel with no reverse-biased junction between the samdelrain and current flows. By
modifying the voltage on the gate, the volume of materiahgea from p to n type can be
adjusted, changing the conductance of the device.

MOSFETSs can be operated in one of two modes, depending omliage between the
drain and the source. In the ohmic mode, the voltage betweedrain and source is less
than the voltage between the gate and source. In this caseytrent from the drain to the
source can be modeled as

V2
Ips =& | (Ves—Vin) Vbs — %S
whereg depends on the charge carrier density and geometry of theedauadV;, is the
gate threshold voltage, typically 1 V or less. In this motie, ¢urrent is proportional to the
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gate-source voltage (for a constant drain-source voltatph is why this mode is called
ohmic. When the drain-source voltage is equal or larger thaigate-voltage, the device is
in the saturation regime with a drain-source current wheahloe modeled as

g
lps = > (Vos—Vin)?

This mode is called the saturated or active mode of the storswith the current propor-
tional to the square of the gate-source voltage. Amplifiats MOSFETSs often operate in
the saturated regime and apply to small signals around abiasltage where the drain-
source current can be taken as approximately linear forl sinahges ives.

The major advantage of MOSFETSs arises from the zero curmntffbm the gate and
the rest of the circuit. This provides a very large input ilguece, which is often quite
useful. In fact, this characteristic is crucial to modergitdil electronics, which allows far
lower power dissipation that would be the case with BJT-haseuitry. However, linear
design with MOSFETSs can be complex.

5.2 Use of Transistors

The amplifier circuit shown for the BJT indicates the comfilegf arranging transistor cir-
cuits which are simple to integrate into measurements. Mewéransistors can be simply
used in two cases: switching and power-boosting. In the chseitching, the transistor is
only required to be in one of two states — fully conducting for ®his is relatively simple
to arrange and allows the control of very high-current logdise simply. In the case of
power-boosting, a transistor can be added to an op-amptced the natural feedback of
the circuit used to keep the transistor behavior in line.

5.2.1 Switching

For switching applications, the n-channel MOSFET is an Bewkedevice choice if the
device which needs to be supplied is does not need to be gedurth example circuit of
this circuit is shown in Fig. 5.4. The basic operation is g@imple — iV, is at ground, the
no current will flow through the loaR, . If Vi, — Ve, the current through the load will rise
until

L= Tos= [Vee(Vee LR ~ 3 Ve~ R
~ SR
—1/8+ 1/ +ARNVE
RE

If R Vee > % which implies a large gain for the FET or a high impedanced |tlais simpli-
fies to

L =

L=

Vee
R
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Figure 5.4: Switching a load using an n-channel MOSFET, witide production for in-
ductive loads.

which indicates that the FET is working as a perfect switcthemvon, the current is simply
defined by the load.

The additional components in Fig. 5.4 are included to conamaous possible failure
modes and are not needed in every case. The diode is reqairegattive loads (such as
motors) which may generate large back-EMF values when duoffe It is not needed for
simple resistive loads or loads such as LEDs. The resitas used to limit the inrush
current to the capacitor of the MOSFET. Typical values wdgdbetween 100 ohms and
1lkohm. Power MOSFETSs have relatively large gate capa@tand the inrush current can
be large. For smaller MOSFETS, or controls with the abilitysource fairly large transient
currents,R; is not needed. The resist® is used to set a defined switch state if there is
nothing connected to the control input and would typicabyér values ofc 1 MQ. If the
input is continuously connected to another device, thist@sis also not necessary.

If a load must be connected to ground, either a negative psweply can be used,
which has requires the control signals to also use negatikages, or a p-channel MOS-
FET can be used as shown in Fig. 5.5. However, the MOSFETsthatlhighest current
capability are n-channel devices. Also, it is importantaterthat the logic sense is reversed
in the p-channel switching circuit : when the input is at gréuthe current flows and when
the input is al/., no current flows.
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Figure 5.5: Switching a load using an p-channel MOSFET, ditde production for in-
ductive loads.
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cc

Figure 5.6: Increasing the current (power) capacity of aingarting amplifier using an
npn transistor.

5.2.2 Linear Power Boosting

Sometimes a larger current is required from an amplifieuditban can easily be provided
by an op-amp. One solution is use a power op-amp, but the &eafibn can also be easily
provided by adding transistors to the circuit.

If the signal to be amplified is always positive in voltages #ddition of a single power
npn transistor as shown in Fig. 5.6 can be sufficient for bogghe power of the op-amp.
Through the feedback loop, the op-amp will adjust its ouypliage such that the necessary
Vge bias voltage is provided, but the current will be supplietinarrily by the transistor,
providing a current gain d8 to the circuit. This circuit will not work for bipolar signsl as
the npn transistor will only supply current, not sink it.

To handle bipolar signals, two transistors are required ‘ipush-pull” configuration
as shown in Fig. 5.7. Either BJTs or FETs can be used in theuitir One transistor
is responsible for the positive polarity signals while thbes is responsible for negative
polarity signals. The op-amp handles the bias transitidwédeen the two regions (the cross-
over region) where significant distortions occur in a tratwsionly push-pull amplifier.
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cc

JE ee JE

Figure 5.7: Increasing the current (power) capacity of a-imgarting amplifier using a
push-pull stage.
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Chapter 6

Digital Electronics

The word “digital” is everywhere in modern life : we have daliradio and TV, digital
music, digital everything. Many things we never explicithought of as “analog” are now
proclaimed to be new and digital. What is this power of digiactronics which is sweep-
ing away all existing designs? The power of digital eledtsris the accuracy with which
it can reproduce exactly the same behavior even under chamgewer supplies, external
noise, and other factors which can befuddle analog desighsheir precise dependence on
the values of voltages and currents. Digital designs signfiie state of any given wire into
two values: high and low. By dividing the system into just tetates, the effects of noise
are greatly reduced and this relaxes the design requirsneanivhole system significantly.
With the requirements relaxed in this way, it becomes eashgsign very complex circuits
and have them work the first time without tuning of componeaiu@s by hand. These
circuits can be integrated onto single chips of silicon aedome the microprocessors and
digital memory devices which make the digital radio and T\égible.

6.1 Combinatorial Logic

The simplification of digital logic into a two-state systeneams that the mathematical basis
changes from a linear (usually) real number structure ggel$) to mathematics based on
a very limited number of integers: zero and one. This rdsdienathematical system was
studied by the mathematician George Boole in the mid-18a88sha defined an algebra of
operators and relations between them for studying pure lpgiblems. These problems
had nothing to do with digital computers, but rather weraufazl on systems of sets where
a given item could either be in a given set (one) or not (zero).
As the years went by, Boole’s logical work became part of thieopophy of logic rather

a part of mathematics, Thus, it was in a 1930s philosophysdlat Claude Shannon came
across Boole’s algebra. Shannon was an electrical engimeemperformed his master’s
work at MIT on a large analog and relay-based “computer’ridésl for modeling power
grids and other challenges of the day. Shannon made the cd@mméetween Boole’s for-
malism and the relay systems with which he was working andenintss master’s thesis
showing how the application of Boole’s formalism could malke design of such a large
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system simple. His results were immediately applied to #mgh of telephone networks
and spread widely, carrying Boolean logic to the attentibangineers everywhere.

6.1.1 Boolean Logic

Boolean logic is based on a two state system and a set of operahich can combine
boolean variables. Boole himself described three opeattiich have clear analogues in
the English language: AND, OR, and NOT. Conventionally, \@e describe the behavior
of an operator in terms dfuth tablewhich indicates the output expected from the system
for all inputs. Each operator can also be schematicallyesasrted by a symbol and has a
textual symbol which is generally used to represent theatpem written text or code. As
used in electronics, the operators are frequently reféored “gates”.

The Basic Gates

The AND operator (or AND gate) matches very closely to the mmmn meaning of “and”
in English: the result of the AND operator is true if and orflipdth (or all) of the inputs are
true. The truth table for a two-input AND gate is shown belalang with the schematic
symbol for the AND and the textual symbol (&).

AND
Schematic symbol: A ‘ B H Y=A&B
A 0|0 0
Y 0|1 0
B 1(0 0
- 11 1
Textual symbol: &

The second operator introduced by Boole was the OR operBber.English language
equivalent of the OR operator is “either A or B or both”. Thsssomewhat different than
the concept of “either A or B (but not both)” which is often wlgmeant in conversation.
As we will see below, there is a logic gate which encapsultiissconcept: the XOR. The
truth table and symbol for the OR gate are shown below.

OR

Schematic symbol:
A

B

=l

Textual symbol: |
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The third operator defined by Boole was the NOT operator whicunary operator
which simply inverts the input to get the output. As restilg gate is often called an inverter
rather than a NOT gate. The schematic symbol, shown belatriangle with a circle or
bubble on the output. In digital schematics, this bubbléciaigs inversion and can be used
on the inputs or outputs of a gate depending on the need. alxtine NOT operator can
be written a number of different ways. Common conventiongkive will use in this text
include an overbar&) or a leading exclamations point or tildeAj!

NOT

Schematic symbol:

A Y

- o>
or!

Textual symbol: !

Rules of Algebra
Boolean algebra obeys a set of rules analogous to those @dtional arithmetic.

e Commutative Property The AND and OR are both commutative, which is to say
thatA& B = B& A andA|B = B|A.

e Associative PropertyBoth the AND and OR are also both associative, which implies
that (A&B)&C = A& (B&C) and(A|B)|C = A|(B|C).

e Distributive Property The distributive property is a joint property of two operato
which determines how operators can be combined. This projsealso available in
Boolean algebra, where the AND operator behaves as theptiadtion operator is
usual arithmetic and the OR behaves as the addition operator

(AIB)&C = A&B|A&C

De Morgan’s Theorem

Boolean algebra has another important property, which iseghfor a major co-worker
of Boole’s: Augustus de Morgan. De Morgan’s theorem stdias any logical expression
composed of AND, OR, and NOT operators can be equivalentbxpeessed by exchanging
all AND and OR operators while also inverting all inputs andputs. The full proof is too
long for this text, but we can examine a few cases to convinecsetves of the validity of
the theorem.

Let us begin with a simple expressiofy := A|B. To apply De Morgan’s theorem, we
must invert all inputs and outputs and exchange OR and ANB&sgdthus,

X =![(1A)&(1B)]
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Is X equivalent to¥? We can write out a truth table to investigate, with a coluomeiach
stage in the calculation.

A|B|'A|B|'A&!B || I(A&!B) || AB
ojof 11 1 0 0
ol1|1]o0 0 1 1
1{o0|o|1 0 1 1
1{1]0]o0 0 1 1

On the basis of the truth table, De Morgan’s theorem workkeéat for OR gates).

6.1.2 A Full Set of Gates

While AND, OR, and NOT are a complete set of operators for Baolalgebra, they are not
always the most convenient for electronics work. Often, m@eds a combination of these
gates to perform the necessary logic. For classic digigit)ceach type of gate requires
its own chip and each chip has a maximum of six gates on it. ,Thusgic calculation
using only AND, OR, and NOT can require a large number of ghepen for commonly-
used functions. As a result, there are a number of additigatgs which are often used to
simplify complex logic designs and minimize the chip count.

The most famous of these gates is simply the AND gate with tiyeu inverted, which
is called the NAND gate. The schematic symbol for the NANChis $ame as for the AND
with an inverting bubble on the output of the gate. The NANiso-calleduniversal
gateas any logic function can be constructed from a collectiofNAND gates. Thus,
while AND, OR, and NOT are a complete basis for Boolean logi&ND is both complete
and minimal; Figure 6.1 shows how each of NOT, AND, and OR aardnstructed from
NAND gates. Besides being a universal gate, the NAND is aatively simple to im-
plement with CMOS transistors, so it has formed as the maidibg block of integrated
digital logic circuits.

NAND
Schematic symbol: A |B | Y=ANANDB
00 1
A Y 0|1 1
B 1|10 1
11 0
Textual symbol: & (rarely used)

The NOR gate is the analogous gate to the NAND — an OR gate twittutput inverted.
Looking at the truth table for the NOR, it is quite clear tha¢ NOR can be considered
either as an OR with an inverting output or as an AND with itiwgyr inputs. This duality
is simply an application of De Morgan’s Theorem. The NOR géike the NAND, is a
universal gate but was somewhat more difficult to implemieaihtthe NAND in early logic
families, so the NAND is the most commonly-used universé ga
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(a)
B{}
A D

Figure 6.1: Implementation of the NOT (a), AND (b), and OR fiactions using only
NAND gates, demonstrating the universal nature of the NANIZg

| AlB

NOR
Schematic symbol: A|B| Y=ANORB
0|0 1
A v 0|1 0
110 0
B 11 0

There is one more major gate to consider: the exclusive-OROd&R which implements
the logic of “either A or B, but not both” as described abovbeTXOR can be constructed
from combinations of other gates (including a minimum ofrfdlAND gates), but is avail-
able as separate device as well. The XOR is one element ofder attcuit capable of
adding binary numbers.

Each of the basic gates can be extended in several ways. @nesiex is the addition
of more inputs: the standard “TTL” line of logic chips inclesl AND gates with up to four
inputs (the 74x21) and NAND gates with up to eight inputs {#&30). The truth-tables for
these devices are simple extensions of the two-input teltles. The other extension of the
basic gates is to cover arrays of bits. Arrays of bits or ritthumbers can also be operated
on by the AND, OR, and other basic logic operators. The redidtich an operation is for
each bit of each number to be operated on with its partneeiotiher number. For an AND
operation between two numbeksaindB, the lowest bit ofA is ANDed with the lowest bit of
B, the second bit oA with the second bit oB and so on. This allows us to extend boolean
logic to arrays of bits or boolean numbers.
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Special TopicBinary Numbers

Basic boolean algebra allows only two numbers: zero and blogvever, we can expre
larger numbers by using binary notation. To understandriinatation, it is important t
recall the meaning behind decimal notation : each digitesgnts an additional power
ten. Thus, we can decompose any humber into a sum of poweza eath multiplied by
number between zero and nine.

4804=4x10°+8x 10°P+0x 10t +4 x 1P

With binary numbers, we are allowed multipliers of zero oe gs0 we must represent dig
as sums of powers of two:

4084 = 4096+ 512+ 128+ 64+4
= 1x2P41x 2%+ 1x2"+1x284+1x22

Every position in the binary number which is not one must b®,ze0 we see that 40
is 1001011000100 in binary. Binary numbers require a lot more digits than dedito
represent the same value, but binary numbers have the ntjantage of being amena
to manipulation by digital logic and thus are the basis oftel computations done insid
modern computer or calculator.

Conversion from binary to decimal is straightforward: siynpultiply each digit by th
appropriate power of two and add up the result. Conversiam filecimal to binary can
more challenging, but one method is the division and rengitrick. Repeatedly divid
the decimal number you wish to convert to binary by two anedmthe remainder ea
time. Stop when you are left with zero. Then the binary numédehe list of remainder
starting with the first division’s remainder at the leagfrsiicant bit.

For example, let’s convert 53 to binary this way.

53/2 = 26 rem = 1> right-most digit
26/2 = 13 rem=0

13/2 = 6 rem=1

6/2 = 3 rem=0

3/2 = 1 rem=1

1/2 = 0 rem=1— left-most digit

Thus, 53 =110101 = 25+ 24+ 22+ 20 = 32+16+4+1. Check!
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XOR

Schematic symbol:

A
B

oOrr o>

Textual symbol:

Example

What is the result of 4 AND 5 if both 4 and 5 are three bit numBeFsrst, we need to
convert the two numbers to binary.

4 = 1x2%2+0x2'+0x2°=100
5 = 1x224+0x2'+1x29=101

411 0 O

g & & &

Now, we can apply the AND operator to each bit |nd|V|duaII)§ 1 0 1
\ 1 0 O

So the result of 4 AND 5i400 = 4.

6.1.3 Decoders and Multiplexers

The basic logic gates are mathematically sufficient for amppse, but a large number of
logic gates may be needed for some common operations. Thasean operations, with
enough use, have been become codified as standard opeiatithresr own right.  Two
of the most important such higher-level gates are the deandethe multiplexer. Both
functions involve operations using arrays of bits or binawnbers and are generally not
directly represented by simple symbols in text, given tihgdanumber of inputs and outputs
from the devices.

The term “decoder” is used for a number of different devides,in this case we are
interested in the version of the device witlinputs and 2 outputs. The decoder accepts a
binary number as input and produces a Hl value on the outphttive index number of the
input binary number. All other outputs will be low.

Considering the simple 2-to-4 decoder, it is relatively @iento write down the equa-
tions for all four outputs in terms of the inputs:

Y3 = S&S
Y2 = 58S
Y1 = 19&S

Yo = 1S&!'S
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2-t0-4 Decoder

Schematic symbol:

1 0

5 IS

or o oL
o o r oX
oo o rX

Y Y, LY. I'Y

3 2 1 0

A simple-minded implementation of the 2-to-4 decoder waelglire four AND gates and
two NOT gates, while a three-input decoder would requireesix AND gates if we limited
ourselves to the two-input variety! Given the utility of tHecoder, it is not surprising that
the whole circuit can be found integrated into a single chip.

The inverse function of the decoder is the encoder, whicdyes a binary number to
indicate which of several inputs is active. When more thamiaput is active, the behavior
of different types of encoders varies. The most common ercadll produce an output
equal to the highest input which is active. Such a devicelis¢a priority encoder.

The multiplexer is a circuit which allows one to make a chdieéween signals. The
multiplexer has two sets of inputs : the data inputs and thérabbits which select between
the multiplexer inputs. The multiplexer sets its outputtte value of the data input chosen
by the control bits, as shown in the truth table below. Thightrtable introduces a new
character to the truth tableX. The symbolX means “don’t-care”; the output of the logic
circuit will not depend on whether the input is high or low. iFiconvention allows the
multiplexer truth table to be expressed with a mere eightsroather than the 64 rows
which would otherwise be required.

Four-input multiplexer
Schematic symbol:

S [5

O

UN
<

i

O

o

O
PR, kPrProooo
PR OORROOW
P OXXXXXXY
X Xk oXXXXU
X X X X = o X XU
X XXX XXpr oY
P ORrRrOPrOor o<

The four-input multiplexer can be realized in logic by combg a 2-to-4 decoder with
four AND gates and a four-input OR gate. The decoder will itevthe selection signal
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which is combined with the input signals to produce the outBeal integrated multiplexers
are often built with a simpler design which replaces the ANB-tree with pass-gates which
act as simple switches. The inverse function of a multiplexe demultiplexer, which is
quite similar in design to a decoder.

6.1.4 Memory: The Universal Gate

The multiplexer, decoder, and similar devices provide adidevel of abstraction between
the low-level gates and the logic of the design. However, aften must still add the odd
inverter or other discrete gate to a design even with thege-lleivel constructs available.
This arises because the individual logic elements arefiomiitly flexible to cover every

situation. The solution is to use a programmable devicechvhiill be discussed in more
detail in Chapter 7. One of the main techniques in prograntenialgic is to replace the

fixed logic elements with read-only-memories or ROMs.

A memory device is a simple extension of the ideas used by thatexer. The control
lines have the same function: to select the input which véltbnnected to the output, but
the inputs are not external wires but rather internallyeglavalues. These data values are
programmed initially by the circuit designer (in one of saevays which will be discussed
later), but afterward they are fixed. The memory thus behlikesn array of bits, with the
output bit chosen from the array on the basis of the contpplitis For a memory, the
selector bits are usually referred to as address bits, ggptlogide the address within the
array of bits.

Such a memory can be used to define any possible combindtmi@lwith a number of
inputs equal to its address inputs. The designer need otdyrdime what the output is for
each possible input combination and program the apprepvaltie into each memory loca-
tion. Most memories allow the storage of more than one biaahdocation, which allows
for multiple parallel logic functions of the same inputs te performed by the memory.
This flexibility allows a ROM to behave as a generic logic flimie generator.

Example

Convert the complex three-input, two-output circuit beioto the data to be loaded into a
eight-by-two ROM (with address inputs, A1, Ag and data output®, andDg.
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First, let us work out the complete truth-table for this césxircuit.

BICIE|W|Y
0(0j0| 1|1
0(0|1] 0|1
0(1|0} 1|0
o111 /1
1100 1|1
110111
111011
1111 1]|0

Next, we must assign the inputs of the circuit to address lanel the outputs to data
bits. This choice is arbitrary and up to the designer — onet siagply be consistent! For
this example, we choode= A,,C = Ay, E = Aq for the inputs andV = D;,Y = Dg. Now,
we can convert the truth table into an address map of valuesiti® into the memory. For
convenience, we can write the values in both binary and dacim

Binary Decimal
Address| Data Address| Data
000 11 0 3
001 01 1 1
010 10 2 2
011 11 3 3
100 11 4 3
101 11 5 3
110 11 6 3
111 10 7 2




6.2. LOGIC STANDARDS 89

6.2 Logic Standards

Up to this point, we have dealt with digital logic essenyiadls pure math: no implemen-
tation of the circuitry has been discussed. In fact, theildeté implementation for digital
logic are quite often left unknown to the circuit designdre tnanufacturer of a chip may
change the internal implementation at will. A circuit desg need not know the details of
the implementation, but two parts of the specification oflttgc element are critical: the
truth-table implemented by the device and the logic levdigctvare accepted and driven
by the device.

The logic level parameters define what each device will a@epn input for a logic low
and a logic high and what it agrees to drive on its output ai€ logv and high. This is the
point where the realities of analog electronics intrude e@hat into the perfect mathemat-
ical world of digital logic. In reality, all these digital ts must be represented as voltages,
currents, or charges and the gates must be designed wittiauiffnoise immunity or else
a low will be confused for a high or vice versa.

6.2.1 Positive Voltage Logic Families

In the early years of digital logic, several semiconducevide companies pushed different
standards for logic levels and device conventions. Texasuments produced a major
winner in this battle with its introduction of the 7400-s=riof chips based on transistor-
transistor-logic or TTL. The 7400 series of chips includddlbset of logic functions, both
combinatorial and sequential, and included a number offtleg@nventions including the
standard placement of the power and ground pins on the pacKdwe 74-series of chips
has been a runaway success, and many other manufacturerprbauced chips following
the pinout and specifications of the Tl chips. Additionakyg new logic standards are
developed new 74-series chips are generally producedwioldpthe old pinout but the
new logic standards. These differing logic standards ofopmance characteristics are
indicated by letters included in the middle of the chip sfieci For example, the 7402,
74F02, 74LS02, and 74AHCTO02 are all quad two-input NOR-giatéces, but represent
the original (obsolete) TTL, “fast” TTL, “low-power Schéit” TTL, and “advanced high-
speed CMOS with TTL-level inputs”,respectively.

Despite the alphabet soup involved in these different Tiésehips, they all share a
few common characteristics. The logic levels in these chaipsdefined by voltages rather
than currents. A logic low is indicated by a voltage near gthuwhile a logic high is
indicated by a positive voltage above ground, usually rneapbsitive power supply which
was 5V in classic TTL, but is switching to 3.3V or lower in modelevices. It is important
to notice that each logic family has two standards for lowiddgvels and two for high.
One is a constraint on the output value associated with andogic level and the other
is a constraint on the input level which is accepted for amyilagic level. These two
levels are separate because the impedance of a TTL input isfirote (particularly at
high frequency) and the wires which carry the signal from ltsgic driver to the logic
input have their own impedance and noise. Thus, each logidyfdas a highest allowable
output voltage for a logic lom\p) and at a somewhat higher voltage is the highest input
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Figure 6.2: Detail of the protection diodes included on mnind#gital logic inputs.

voltage which should be considered as logic I8y ). On the logic high side, the minimum
allowable output voltage for a logic higWdy) is higher than the minimum input voltage
considered as logic high/y). The differenced/ — VoL andVoy —Viy represent noise
and resistance immunity — a noise pulse of less thanr Vo, will not alter in any way the
interpretation of the value as low.

5V 3.3V 2.5V

74 | 7ALS | 74HC | 74HCT | 74LV | 7T4ALVC
Vou 24V | 27V | 48V | 48V | 2.6V 2.2V
ViH 2V 2V | 3.2V 2V 2V 1.7v
ViL 08v|08v | 14v | 0.8V | 0.8V 0.7v
VoL 0.4v | 05V | 0.2v | 0.2V | 0.5V 0.4v
Gate propagation 12ns| 18ns| 10ns | 1lns 8ns 3ns

Table 6.1: Table of logic family thresholds for a selectidmlifferent positive-voltage logic
standards.

When connecting together devices of different familiesgcaust be taken. Table 6.1
lists a number of different logic families as well as the inand output thresholds for each
family. For logic familyAto be able to drive logic familya,

Vo4 > ViR
vt < VE

Thus, 74HC devices are able to drive signals to 74LS devit8Y¥ (> 2V and 02V < 0.8V),
but 74LS devices cannot drive 74HC devices sing®/2< 3.2V. In such a situation, one
must use an interfacing technique. For example, when ctinge¢4LS logic to 74HC
logic one may use a layer of 74HCT chips, which as seen in Talldhave LS-compatible
input levels and HC-compatible output levels.



6.2. LOGIC STANDARDS 91

Besides the minimum output high voltage levels, today onstrba careful with the
maximum output high voltage logic levels. From the intraitut of TTL until the mid-
1990s, 5V logic reigned supreme, but with higher logic deesichip designers have
switched to lower power supply voltages to limit the powessiiation of their designs.
This trend began with a switch to 3.3V logic, but 2.5V or evewdr voltage logic is com-
mon today. When newer logic devices are connected to oldesystems, care must be
used. Most modern logic chips include protection diodeseas $n Figure 6.2 which are
intended to protect the sensitive transistors of the cloimfelectrostatic discharge and other
damage. When these chips are used with others of the same popm@y level, there is
no problem — the logic levels are never high enough (or lonughd to allow either of
the protection diodes to go into conduction. However, a 5yidsignal can easily turn on
the protection diode and send a potentially very large otrirgo the input, through the
diode, and back out to the (lower voltage) positive supphisBituation can cause damage
to the device. The solution depends on the speed and numbsignals in question; a
few slower signals can easily be “converted” using a ressibltage dividers. For some
chips, it is sufficient to include a series resistor to lirhi turrent flowing through the pro-
tection diode. Large numbers of signals may make use of &tereslator chip the more
convenient option.

6.2.2 Shared Lines

cc

Figure 6.3: Schematic representation of a push-pull onigtele digital logic output.

In a complex digital system, there are often many logic devivhich must be con-
nected together. Often, there are connections which mushaeed: either connections
between the devices or connections to an outside resouncthedry, one could provide
direct, dedicated logic connections for all purposes bigt $blution is often unworkable
or expensive. Instead, when the parts of a system do not neashtinuously exchange
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information they can share a set of wires for multiple pugsoslhese sets of shared wired
are called buses and we will discuss the concepts of bussraere detail in later chapters.

Buss-es tend to share a couple of technical needs: lineswehit be used to transfer bi-

nary data to and from nodes on the bus and also control lingshwhn safely be used by

any-of-many devices.

To understand the issues involved in shared lines, it islisefook in some detail at the
output of a discrete logic gate. At the output of the gate réseilt must be driven onward
to the next chip. This can be done by a “totem-pole” drivethsas that in Figure 6.3. The
driver consists of two transistors and an inverter. If Awalue is high, the upper transistor
turns on and connects the outptto the positive power supply while the lower transistor
will be off. If the A value is low, the upper transistor will turn off and the lovilmsistor
will turn on — connecting the output to ground.

Vcc
A i
Y
r—

——

Figure 6.4: Schematic representation of a tristate logifebwhere theTl input can be used
to push the output to high-impedance.

The binary data is exchanged in a bussed system using a sgbdirees — any of several
devices is allowed to set values on the bus. However, if twicds try to assert different
values on the bus at the same time, the result is bus comentibe output stages of the
two devices “fight” to determine what state the contendeesliwill end up in: the upper
transistor of one driver will be sourcing large amounts afent into the lower transistor
of the other. To avoid this situation, buses generally usgate logic drivers. These are
logic drivers which can be in one of three states: drivingriyilg 1, or not driving (high-
impedance). Figure 6.4 shows how this is achieved. WhendtdedI input is low, the
circuit behaves as before — a high input turns on the uppesigir and a low input turns
on the lower transistor. If th& input is high, however, both transistors turn off and the
output is not connected to either ground or the positive subp a low-impedance path.
Thus, the tristate input can be used to disable the outpiieojate. By using a decoder or
other control signals to enable just one device to outpuherbtis at a time, the data lines
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Figure 6.5: Schematic representation of an open collectipud driver. The pull-up resistor
is usually provided externally to the device.

can be shared between many devices.

For control purposes, it can be very useful to have a singke Which can be safely
driven by multiple chips without having to provide enablgito These lines are often
used to indicate “error” or “action needed”. However, withthe explicit enable logic, the
tristate technigue cannot be used. Instead, the commoticsols a device where the upper
transistor of the totem-pole is eliminated as in Figure @5this case, the driver can pull
the output low but cannot pull it high. Instead, a moderakaige-valued £ 3kQ) external
resistor is connected to the line. This resistor serves &kiygulls up the line. When no
driver on the line is pulling it low, the resistor will causetd drive high, but the output
impedance of the activated digital driver is much less thie@ %o the line will be low.
This type of logic is often called “open-collector” or “opeinain” logic, indicating that the
output driver does not include the active high drive.

6.2.3 Differential and Specialized Standards

The positive voltage-level standards are not the only I@ggmdards in use. For noisy
environments, the high impedance of the TTL-style inputsosnecessarily ideal — small
induced currents on the lines can easily produce large gmltpikes on the inputs. As
signaling speeds increase, TTL tends to produce its owreneibe large voltage switch
between low and high induces noise on neighboring linesdata TTL is not appropriate
for long (> 10m) cable runs unless large efforts are made to controkrams is generally
limited to signaling speeds below 100 MHz. For higher spemus longer cable runs, a
number of different signaling standards exist, a sampleto€lwvare listed in Table 6.2.
Most of the standards are quite similar and involve the usevoflines rather than
one. A logic level is determined by the relative voltage lswa the two, or equivalently
by the direction of current flow around a loop along one lind Aack on the other. The
differential technique has much the same effect as in arlajig: common-mode noise is
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NIM ECL | PECL| LVPECL | LVDS | HSTL
Power supply| -2V -5.2V | 5.0V 3.3V 3.3V | 15V
Logic high -20mA | -09V | 40V 25V 14V | 115V
Logic low OmA | -1.75V | 3.2V 15V 10V | 035V
Differential? No Usually | Yes Yes Yes | Often
Termination 50Q 100Q | 100Q 100Q 100Q | 100Q

Table 6.2: Table of logic family thresholds for a selectideurrent-based, negative voltage,
and differential logic standards.

canceled leaving only the desired signal. Additionallg tifferential standards have low
characteristic impedances which limits the impact of aurieduced noise.

6.3 Sequential Logic

Combinatorial logic allows us to define logical conditiorssbd on input variables, but
these values are always the “current” ones. Often, it is eoint to have some history or
memory in the system as well — that way the current behavipengs on both previous
settings and new inputs. It is also very useful to segmemutations in time — this aids
with inevitable problems of combinatorial delay and gliminditions. The solution is to
add a device capable of retaining the history as well as agetter for the calculations: a
system clock.

6.3.1 Limits of Combinatorial Logic

Combinatorial logic is not infinitely fast — each gate regaisome time to act on changes
to its input. A gate’s propagation time depends on the logiily (see Table 6.1 for some
propagation time values), but also depends on temperatdrelactrical load. When many
gates are connected together, this can lead to temporaxpected conditions.

Consider the circuit in Figure 6.6. This is a simple AND+ORmntnnation where one
signal C) goes directly to the OR gate and twaA &4ndB) are AND-ed together to create
an intermediate ternk. Despite the simplicity of the circuit, it can generate yrexted
results depending on the ordering of changes to the inputseful tool for visualizing the
effects of ordering is the timing diagram. Each signal iswfras a trace, similar to that on
a oscilloscope. Signals are separated from each othecalrtiwhile time proceeds along
the horizontal axis. Let us use this tool to visualize thefbf the following sequence of
events:

1. Initially, A=0,B=1, andC = 1.
2. Att =0,Agoes from 0 to 1 (arising edge).

3. Att =2 ns,C goes from 1to 0.
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Figure 6.6: Example circuit for glitch-analysis.

First, consider this if the elements have no propagatioaydel
1. A&B=E =0, butE|C = 0|1 =1 so the output is high.

2. WhenA goes from 0 to 1, thei — 1 immediately.E|C = 1|1 = 1 so the output
remains high.

3. WhenC goes from 1 to OE |C = 1|0 = 1 so the output remains high.

Thus, the output does not change from being high in the casdimitely fast logic.

However, let us consider the result if each gate has a prtipagéelay of 10ns. In this
case, the result will appear on the output of any gate 10 es afthange on the input. The
timing diagram for this situation is shown in Figure 6.7. Tdugition of the propagation
delay makes all the difference in the results.

1. Initially, the output is high as the inputs have been stéin a long time.
2. WhenA goes from 0 to 1, thek — 1 after 10 ns. However, &is still high,Y = 1.

3. WhenC goes from 1 to 0, nothing happens immediately — the outpuairesnthe
same.

4. Att =10ns,E — 1. However, the OR gate does not act immediately either.
5. Att =12ns,Y — 0 because 10 ns agb= 0 whileE = 0.
6. Att =20ns)Y — 1 as the OR gate reacts to the rising edgé&on

Compared to the infinitely-fast case, the realistic caseahamexpected change in the out-
put value which appears momentarily before disappeariaina@uch a transient change is
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Figure 6.7: Timing diagram analyzing the behavior of thewirin Figure 6.6.

called aglitch and glitches can wreak havoc in digital logic systems — tloetshnexpected
pulses can radiate through an interconnected web of logmising additional glitches.

Glitches can be reduced by careful design of circuits tochsdiations where signals
have different propagation delays, but such tuning is oitétheffectiveness. The propa-
gation delays change as a function of temperature, supfiigge and output load so the
precision of any tune is limited. Instead, designers havi&ked to the use of sequential
logic where glitches are tolerated — as long as they work siebras out before the next
rising clock edge.

6.3.2 D Flip-Flop

The heart of sequential logic is the flip-flop. There are a nemdf types of flip-flop, but
we will focus on the most widely-used flip flow: the D Flip-Flofhe simple D flip-flop
acts as single bit of memory and has two inputs. One is thealdBainput and the other
is the clock input. The behavior of a D flip-flop is that the auitwill be constant except
when the clock has a rising edge. At that point, the value ebtimput is copied to th&
output and remains constant there until the next rising edi¢jge clock.

D flip-flops can also be obtained with additional SET and/ofSEE inputs. These
resets force the flip-flop to either true (SET) or false (REp&ithout waiting for a clock.
Generally, these inputs are active-low and used for speaatlitions where immediate
action is needed.
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D Flip-Flop
Schematic symbol:
D|Clock| Q| Q
—ID Ql— X 0 D' | 'D
X 1 D' | D
1 1 1] 0
_> ol 0 1 0|1

6.3.3 Counters

The D flip-flop (or register) is a key building block in sequahtogic. One of the simplest
tasks in sequential logic is counting — keeping a record efrithmber of rising edges ob-
served on a line. Counters (devices which count) are dritieas in many measurements
and form the core of unexpected devices such as analogjitaddand digital-to-analog
converters.

To understand the circuits needed to implement a counter,useful to write down
what the counter is expected to in the proper form: binarylmens1 Let us write down the
counter sequence for a three-bit counter — one which shauéble to count to seven.

Decimal Binary
000
001
010
011
100
101
110
111

~No ook~ wWwNEFE O

When the counter reaches seven, it will return to zero agadondition calledvrapping

Notice that the lowest bit is constantly toggling — low/higlv/high. The next bit tog-
gles whenever the lowest bit transitions from high to loweTighest bit similarly transi-
tions when the bit below it goes from high to low. This suggestesign where each bit
is represented by a D flip-flop witQ connected back t®. The lowest bit would use the
signal to be counted as its clock and each level higher wosidtieQ output of the bit
below it. Such a design is shown in Figure 6.8 and is callede counter.

The ripple counter is so-called because increments rigptugh the bits — each bit
affecting the next. This can be clearly seen in a timing asiglgf the ripple counter as seen
in Figure 6.9. The lowest bit clearly toggles high/low witlsraall propagation delay from
the input signal. The next highest bit toggles when the Ibwéshas a falling edge, but
with an additional propagation delay since the output ofltieer bit is connected to the
clock input and the process of transferring the input vatuihé outputs only begins when
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Figure 6.8: Design of a 3-bit ripple counter.

the clock C[Q] in this case) has a rising edge. As a result, there is a momieern wne is
followed by zero before resolving into two.

This effect may or may not be a problem, depending on the uséich the value is
being put. If it is vital that the counter always count sediadlly (with no glitches), this
design is unacceptable. However, many designs may not batg transient counter values
— the more important question is the number at the end. Tpeergounter does give a valid
count in the end, though it may require some waiting for adargple counter to become
valid. The extreme simplicity of the ripple counter has mtechecommend it and the ripple
counter is effective up to very high count rates.

The alternative counter design is a completely synchrormmeswhere the clock for
all bits is the same: the input signal The design for the synchronous counter requires
significantly more logic. We can begin by noticing that thddeéor of the lowest bit is
already ideal — its design will not change. We expect eacbfltite counter to be a function
of its own value and the values of those below it. Next, we catevout the truth table for
Q1(n+1) as a function ofy(n) andQ1(n) — this is simply the counting sequence.

Qu(n) | Qo(n) || Qu(n+1) | Qo(n+1)
0 0 0 1
0 1 1 0
1 0 1 1
1 1 0 0
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Figure 6.9: Timing analysis of a 3-bit ripple counter.

The truth table clearly indicates th@i (n+ 1) = Q1(n) XORQq(N).
With this success, we can continue to the highesQpitvhich is rather more compli-
cated.

Q2(n) | Q1(n) | Qo(n) || Q2(n+1)
0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 1
1 0 1 1
1 1 0 1
1 1 1 0

To determine the necessary logic, we can split into two cagbenQ-(n) is low and when
itis high. WhenQz(n) is low, the result i1 (n) & Qo(n) while whenQa(n) is high, we have
Q1(n)NAND Qo(n). There are several ways to implement this result, but we chilose
the direct implementation of our result:

Qz2(n+1) =!(Qz(n)) & Qu(n) & Qo(n) | Q2(n) &! (Q1(n) & Qo(N))

The resulting circuit is shown in Figure 6.10. The logic floe thigher bits becomes signif-
icantly more complicated (though it could be simpler thaavah here — see Problem 2).
This means that the combinatorial logic grows for each sgiee bit and sets an upper
limit on the speed of a synchronous counter depending onutimdar of bits in the counter

and the propagation delays in the “carry logic”.

6.4 State Machines

A state machine is way of organizing sequential behavior gysiem or a small part of
a system. In a state machine, the behavior is divided intaiassef cases or states and
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Figure 6.10: Implementation of 3-bit synchronous counter.
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rules are given to control the transition of the state mazlirom one state to another.
The logical construct of the state machine is useful for mijag many tasks in digital
electronics and system design. The state machine formaktps structure the design and
indicates problems which may exist.

The design of a state machine begins by enumerating thes statguestion and the
conditions which cause a transition. Consider as an exathpldollowing system — a
simple scalar:

e The system is required to count the number of rising edgdsd&puduring the time
that a gate input is high.

e When the gate input goes low, the system should present timberuof observed
pulses on its output and raise a flag indicating completion.

e The external data acquisition computer (DAQ) will read thipat and then send a
pulse to reset the scalar. The output and flag should thenrbed@and the scalar
should wait for a new gate.

The state machine in this design is not the counter itselit ifhan element controlled
by the state machine. The state machine is controlling elerbeat is generally simple. It
usually consists of a small number of registers, with sonavebmplex logic feeding the
register changes.

The conversion of this abstract state machine into a impiéadestate machine begins
by determining the states of the system based on the destevior.

1. IDLE - The system is waiting for a gate. When the gate &sritree system transitions
to COUNTING.

2. COUNTING — The system is counting pulses. When the gafessthe system tran-
sitions to OUTPUT.

3. OUTPUT - The system is displaying the output values. Whendset pulse arrives,
the system transitions to IDLE.

These transitions will occur depending on two input signals
1. GATE - As long as the GATE signal is high, the system shoaitht
2. RESET — Once the DAQ has read the value, it will send the vedee.

We can now write down a decision or control tree which spextii@v the system goes
from state to state.

Initial State  Condition Next State
IDLE GATE high  COUNTING
GATE low IDLE
COUNTING GATE high  COUNTING
GATE low OUTPUT
OUTPUT RESET high IDLE
RESETlow OUTPUT
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We can now encode the state machine into hardware by seextiapresentation of
the state as registers. The state can be encoded as binabersuim the usual counting
sequence, as binary numbers in a “Gray code” where only dnehbnges between each
pair of state, or in a number of different ways. For this exkmwe select a simple encoding
called “one-hot” encoding which appropriate when the nundjestates is small. In this
encoding, each state is represented by one register anésimdnust guarantee that one
and only one register is on at any time.

In the one-hot encoding, we must write down the conditiomgte next state (after the
next clock edge) to be each of three states.

IDLE™?! = IDLE"&!GATE |OUTPUT'& RESET
COUNTING™! = IDLE"&GATE |COUNTING'&GATE
OUTPUT"! = COUNTING'&!GATE |OUTPUT'&!RESET

These conditions describe simple AND-OR terms for eacheo§thte machine bits and
can be implemented using usual logic. We must arrange usthgset logic that the IDLE
register is selected at power-on and none of the others isloa.is a common initialization
problem which often appears at power on and particular carst be taken to achieve the
necessary initial conditions.

Once the state machine structure is determined, we can gtemune how to generate
any of the necessary output signals. For this design, wecexpeee output signals to
control the counter and interface with the external DAQ.

1. COUNT — Enables the counter to increment
2. FLAG — Data ready flag

3. CLEAR — Resets the counter

Each of these outputs can be directly associated with aesistgite. During IDLE,
the CLEAR can be always asserted. During COUNTING, the COWNiput should be
high. During OUTPUT, the FLAG must be set. Thus, with the dogéencoding we simply
connect the appropriate register outputs to the counteralerand the external DAQ. If
we had used binary encoding, we would have to have used catitis of the state bits to
drive the outputs.
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Problems

1. Determine the truth table for the circuit shown below.d-am implementation for the
final output using only NAND gates (it can be done in with jusee gates).

. B >:
o o

2. Express th&,(n+ 1) condition for a three-bit synchronous counter using a sing|
XOR gate and a single AND gate. What does your result suggesbxtension to

higher bits?

3. Complete the timing diagram for the circuit below for tlieegp inputs A andB). The
clock frequency is 10 MHz (T=100 ns) and the propagationydtieough any gate
or flip-flop can be assumed to require 10 ns. Determine therdifice in behavior (if
any) if the length of the pulse ofvis shortened to 20 ns.
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Chapter 7

Programmable Digital Logic

Computers and portable music players clearly demonstiatpdwer of digital electronics,

but they contain relatively few standard gates. A computetherboard may contain a
handful of individual gate chips as “glue logic”, but mosttbé work in the device is done

by general purpose logic whose behavior is controlled byognam of one sort or another.
The availability of these general-purpose programmablécde, combined with computer
design support, explains the high rate at which new digitaiaks appear on the market.
The circuits themselves are very simple — all the work is snghogramming and software
tools exist to make that relatively simple.

While exceptions and mixtures exist, we can divide prograivlen digital electronics
into two major families. The first group consists of devicdsch attempt to provide stan-
dard digital logic functions in a generic form. On an ideakle these devices appear as an
array of generic gates which can be tied together and spasgidior any particular purpose
by the program which loaded into it. The other group of deviges sequential data process-
ing devices whose programs are series of instructions wdrehused one by one to select
the next instruction to execute and the changes to made mémeory of the device. This
group contains the microprocessors which form the heartpdraonal computer. It also
contains much simpler and cheaper devices called micromtams which can be found in
many household items.

7.1 Programmable Logic Devices

Programmable logic devices are the direct logical extensiothe general techniques of
digital logic. In general, PLDs consist of a network of logied registers whose intercon-
nections are controlled by the program downloaded into th€he technology in use has
changed and developed over the years.

7.1.1 PALs and CPLDs

The first major family of programmable logic devices was thegpammable-array-logic
(PAL) devices originally introduced by Monolithic Memosie These devices were quite
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successful and were widely copied by other manufacturbmjgh often using different
acronyms such as Programmable Logic Array (PLA) or GeneniayALogic (GAL).

The design for a simple two-input/one-output PAL is showrrigure 7.1. The PAL
design is based on AND-OR terms. Each output value is deteary the OR of several
intermediate terms, each of which is the output of an AND. Tpts to the AND are
chosen from the inputs to PAL and the inversions of thosetspas seen in the figure.
As shipped from the factory, all combinations in the PAL avarected, which provides a
relatively useless device. The connections between thésrgnd the AND gates are made
by way of a circuit element which can be modified from the adst originally these were
small fuses. The user of the PAL must decide which fuses te bicorder to define the
necessary logic. The PAL contains internal pull-up ressstghich mean that any signals
which have their fuses blown will be replaced by HIGH valwes] thus will not affect the
AND logic.

The device pictured in Figure 7.1 is a relatively sophisédaPAL, as it includes a
programmable choice for the output between a pure combiahtutput and a registered
output. This choice is made by way of a multiplexer at the ougtage. As shown, the
default behavior is combinatorial but by blowing the fusgtound, the output can be taken
from the flip-flop. Notice that when the output is used in camalorial mode, the flip-
flop is present (and even active, if the clock is present),itoigtignored. The presence
such unused registers and chip capacity is a common effecogrammable logic devices
— the devices are designed for “all” possible cases, and pegific case will leave some
resources unused.

The term “blow the fuse” is an accurate description of the enoflprogramming for
early PALs. The devices were placed into special prograremgrich accepted a list of
fuses to blow from a computer and then special voltage caatibims were applied to the
chip’s pins to select and then blow the chosen fuses. Onggaroned, the PAL could not
be erased and reused — additional fuses could be blown, hetneplaced. These devices
were referred to as One-Time-Programmable (OTP). The tegaired for programming
the devices could be significant for large productions gtiast so manufacturers also pro-
vided options to create a custom chip mask to apply the fusetg®n during the production
of the chip itself — after using the conventional OTP deviteshe development process.
Later devices (particularly the GAL devices), replacedftises with non-volatile memory
bits. Once burned in, the program was stable but the devigkl d® returned to its ini-
tial state either by the application of special erasureagaé or by exposing the silicon to
ultraviolet light through a quartz window on the package.

Classic PAL devices allow all inputs to be combined for anyaf) outputs — a design
which is highly flexible but which cannot be easily scaled gyree pin count of the device
increases. It is generally rare that all the inputs are rebémreany output and the waste of
resources for a 100-input/100-output PAL (compared to #3/25 PALS) would be very
large for most designs. As a result, the basic PAL designtiscaled to large pin counts.
Instead, larger devices use a architecture where each blaokighly sixteen inputs is con-
nected to a PAL-like block. Some outputs of the block contecutput pins, but there are
additional outputs which lead to an interconnection maté=ach block also accepts some
inputs (O(8)) from the interconnection matrix. The matifiwas some signals to be shared
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Figure 7.1: Programmable AND-OR tree as used by Progranavfaihy Logic/Generic
Array Logic devices.
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Figure 7.2: Structure of a Xilinx Coolrunner-ll CPLD. Thel‘R’ is the PAL-like logic
block while the “AlM” is the interconnection matrix betweéme logic blocks. Distribution
of clocks and global resets is also shown.

between the blocks of inputs and represents a trade-offdagtvhe fully-connected PAL
design and many individual devices. Devices of this typealled Complex Programmable
Logic Devices (CPLDs) and an example is shown in Figure 7.@dé&in CPLDs generally
contain reprogrammable FLASH memory to hold their confiaraand can programmed
while in their circuits using a standard interface calletAG”.

7.1.2 FPGAs

Large designs may not fit into CPLDs. Classically, such desigould have often required
the development of custom chips or application-specifiegrdted circuits (ASICs). The
ASIC market developed quite early and rapidly developed antelatively standardized
form: one could order a specific ASIC by connecting togethdividual standard (though
ASIC-specific) elements such as gates, flip-flops, multgiexand memories. One did
not work on the individual transistor level, but rather atrenabstract level called a “gate
array”. In the mid 1980s, the gate array concept was extetadedser-programmable form,
generating the field-programmable gate array (FPGA). ThHeA-Ras grown in power and
complexity such that a full original IBM PC could be easilyglamented in a quite modest
FPGA.

The main operational difference between FPGAs and CPLDRas REPGAs do not
retain their configuration in a permanent internal memorgstdad it must be loaded into
the FPGA at power up. This configuation step can be done froomgpuater over a cable
(such as the JTAG cable used for programming the non-velkeihfiguration of the CPLD).
The FPGA generally also supports loading itself from anrediememory which contains
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Figure 7.3: Individual logic cell of an FPGA

the “fuse list” of configuration information.

FPGAs are relatively simple in architecture. They condist large array of cells such
as that diagrammed in Figure 7.3. The sector consists of kupptable (memory) con-
nected to a single flip-flop, as well as multiplexers to seteetclock and output (flip-flop or
combinatorial). These individual elements are then comuetogether by a programmable
interconnect — each cell is generally directly connectetktoeighbors in the array and has
limited connections to cells further away. The four inpuistcell are chosen from this set
using a selection matrix — similar to an many-to-many midtpr. At the edges of the in-
tegrated circuit, the input and output pins are connectedtire interconnect matrix — they
serve as the neighbors of the outer-most ring of cells. Thgram of the FPGA must spec-
ify both the contents of the lookup-tables and also the carditipn of the interconnection
matrix.

The input and output stages of the FPGAs can be quite complgure 7.4 shows the
“Input-Output-Buffer” (I0B) portion of the Spartan-lle A produced by Xilinx. This is
a relatively old device, first available in 2001. Howevee tOB is particularly clear for this
device, as later devices added “double-data-rate” (DDRalsgities which simply doubles
the number of flip-flops but makes the schematic harder torstated. The IOB contains
optional output and input flip-flops and also supports Testagic for the output. The IOB
also contains programmable elements to select the logidyfdmbe used. The Spartan
lle, an older design, supported only fifteen different logf@ndards. A leading-edge FPGA
might support thirty. There are generally strong restritdion the mixing of logic standards
along a single edge of a device, since each logic standardeqaire a different reference
voltage ¥rep) which is shared by a number of I0OBs.

While most of the silicon area of an FPGA is occupied by théclaglls and the edges
are used by the I0OBs, modern FPGAs have begun to add addigioecialized resources. A
common resource is block RAM — storage memory which is oggahinto rows of words in
the usual way. Because the interface to the memory is sont@wehstrained (compared to
the generic logic cells), more memory bits can be fit into #me area of silicon. Common
FPGAs may have 500 kb or more of block memory, along with 16dkloibregisters. Other
resources available in FPGAs include dedicated hardwaltipiiars, clock multipliers, and
even microprocessors. This wide range of integrated resallows very complex systems
to be defined within a single FPGA chip.
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Figure 7.4: Structure of a Spartan-11E Input-Output BlokRE)

7.2 Programmable Logic Design

The first users of PALs specifically determined the fuses tblben by hand. With larger
PALs, this task became tedious and it is effectively imgasswith large modern CPLDs
and FPGAs which have millions of effective fuses in their fggurations. Instead, pro-
grammable logic development is performed with computepsup The computer pro-
grams are responsible for converting the developer’s desifpich is specified in a way
which is simple for the developer, into a form appropriateléading into the FPGA and
CPLD. This process of converting the design into a “fusé-is called design synthesis
and implementation.

Initially, the most common way technique for FPGA or CPLD elepment was to use
the schematic interface — the developer would draw out the/algnt set of gates and flip-
flops and software would convert that into the values to assighe LUTs and the interface
multiplexers. Schematics are familiar to many designedspaiavided a fast way to develop
initial simple FPGA designs. As designs became more complewever, the schematic
systems became very difficult to work with and understand. réagdeal of effort was
required to “lay out” the FPGA schematic neatly, even thotighlay out had no effect on
the actual synthesis and implementation.

The natural response to the difficulties of schematics fgel@rojects was the develop-
ment ofbehavioral languagesThese are programming languages appropriate for describ-
ing systems of combinatorial and registered logic. Tod®rg are two dominant behavioral
languages, often called “Hardware Design Languages” or $1Derilog and VHDL. Both
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Verilog and VHDL were originally developed for ASIC designcehave more than enough
capabilities to handle the features of all FPGAs. The choicene language or another
is generally dependent on one’s training, the common laggused at one’s company, or
personal style preferences. Stylistically, Verilog is isimto C, while VHDL is derived
from the Defense Department’s Ada language. Here, we wathbthe HDL symmetry by
opting for the more concise syntax of Verilog.

7.2.1 Basics of Verilog

Verilog is based on a hierarchy of files or modules. Each netat a set of defined inputs
and outputs. Modules can include or use other modules to &niararchy.

A basic Verilog module for the AND operation (as created leyXilinx Verilog wizard)
might look like this:

FEEEEEEEEEEE bbb il
Il Create Date: 21:44:39 01/ 30/ 2007
/1 Modul e Nare: myand
/'l Revision:
/! Revision 0.01 - File Created
/1 Additional Comments:
Il
FEEEEEEEEEEE bbbl
modul e nmyand(a, b, y);
i nput a;
i nput b;
out put y;

assign y=adb;
endnodul e

This code describes a simple module with three ports calldd andy. Below the
module declaration, the direction of each port is given. Atpan bei nput, out put, or
i nout . A signal labeled asnout can be considered both as an input and output and should
be driven to high-impedance when not in use as an output (orotieat later).

After the declaration of ports is the definition of the modwuteehavior. In this case the
behavior is entirely combinatorial and consists of singlsignment. An assign statement
provides a combinatorial assignment. In this cgssopmes directly out of an LUT with no
flip flop in between.

The ports need not be single bits. They can be buses, as sdas éxample:

modul e nyand(a, b, y);
input [3:0] a;
input [3:0] b;
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output [4:0] v;
assign y=atb;
endnodul e

Herea andb are four-bit binary numbers andis a five bit number containing their
sum.
We can also operate on subsets of bits if needed, as seen here:

nodul e crazy(a, b, y, z);
input [3:0] a;
input [3:0] b;
output [3:0] v;
output z;

assign y=a[ 2: 0] +b[ 2: 0] ;
assign z=a[3:1]>b[3:1];

endnmodul e

7.2.2 Sequential Logic

Sequential logic (including flip-flops) can also be impleteehusing Verilog. The syntax
for sequential logic requires the definition of the clock trey control lines. The example
below defines both a clocked and a combinatorial AND gateicddhat a new input, the
clock, is required for this module.

modul e dual and(a, b, y, z, clk);
input a;
i nput b;
out put y;
out put reg z;
i nput clk;

assign y=a & b;
al ways @ posedge clk) begin
z<=a & b;

end

endnmodul e
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Notice a number of differences betweeandz in this example. The po# is declared
not only as an output but as a registered outpatitput reg. The assignment of is
performed with aral ways loop and is performed using the “blocking assignmert){.

7.2.3 Internal signals

Verilog is not limited to immediate calculations relatedtb@ input and output ports. A
module can contain both combinatorial and sequential natesignals. A combinatorial
internal signal is called a “wire” while a sequential intaksignal is called a “reg”. We can
re-implement the dual-and example using internal wiresragisters and leave the outputs
as wires.

modul e dual and(a, b, y, z, clk);
input a;
i nput b;
out put y;
out put z;
i nput clk;

W re theand;
reg regand;

assign theand=a & b;
assi gn y=t heand,;
assi gn z=regand,

al ways @ posedge clk) begin
regand<=a & b;
end

endnmodul e

7.2.4 State Machine Example

We can very easily implement the full example scaler frompEéa5 using Verilog. With
Verilog available, it is quite easy to change the implemigoriafrom a one-hot to the more-
common binary encoded state machine. To make the code namahie, we can use an
additional feature of the Verilog language: the creation@istants usingar anet er :

paranmeter ST IDLE = 0;
parameter ST_COUNTING = 1;
paranmeter ST _QUTPUT = 2;

ITechnically, the regular assignment can be used but frelydeads to confusion. For almost all purposes,
the blocking assignment should be used.
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We can then implement the scaler state machine in this way:

modul e scal erState(clk, gate, reset, clear, countEnable, flag);
i nput clk;
i nput gate;
i nput reset;

output flag, clear,countEnable;
reg [1:0] state;

paranmeter ST IDLE = 0;
parameter ST_COUNTING = 1;
paranmeter ST _QUTPUT = 2;

al ways @ posedge cl k)
case(state)

ST IDLE : if (gate) state<=ST_COUNTING
el se state<=ST_|DLE;

ST COUNTING : if (reset) state<=ST _|DLE;
else if (!gate) state<=ST_CUTPUT;
el se state<=ST_COUNTI NG

ST QUTPUT : if (reset) state<=ST |DLE;
el se state<=ST_QUTPUT;

endcase

assign clear=(state==ST_IDLE);
assi gn count Enabl e=('st at e==ST_COUNTI NG) ;
assign flag=(state==ST_QUTPUT);

endnodul e



Chapter 8

Digital and Analog Together

The power of the modern digital computer and modern digikatteonics in general is

very large. Once data is in digital form, it can be moved adhyuransformed, combined,
and generally analyzed quite easily. However, most exparimare not inherently digital:

the quantities to be measured and the control signals ndedadnipulate the system are
actually both analog. As a result, a set of techniques isetktal convert analog voltages
and currents into digital numbers and to make the oppositeersion.

8.1 Digital to Analog Conversion

The conversion of digital numbers into analog voltage islatikely straightforward task.
In the end, the output voltage should be proportional to thigadlinput. The smallest input
digital value should yield the smallest voltage, while tamgkst digital input value should
yield the largest voltage. Each increase by one in the digipaut code should produce
the same magnitude of increase on the analog output. Anyrdéadf this constraint is
referred to as “differential nonlinearity”. The resoluticor minimum step, for a DAC can
be determined from its input digital rangd bit digital number) and voltage range.

AV
R=an
A DAC or ADC can only represent changes as small as the résolat “least-count”.

For some applications, it is most convenient to have an gnalege from ground to a
fixed positive voltage which is called a “unipolar” DAC. Father applications, a\Vy to
Vo or “bipolar” DAC is required. Of course, either DAC can be ceried to the other by
application of additional op-amp circuitry.

For the purposes of discussion, we will consider varioudemgntations of a unipolar
four-bit DAC. Such a DAC has sixteen possible input valuésid assume the range of the
DAC will be 0-5V, then each step will be 56 = 0.3125V and the full table will look like
that below.
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DAC Input DAC Output DAC Input DAC Output
0000 0.0000 V 1000 2.5000 V
0001 0.3125V 1001 28125V
0010 0.6250 V 1010 3.1250 V
0011 0.9375V 1011 3.4375V
0100 1.2500 V 1100 3.7500 V
0101 1.5625V 1101 4.0625 V
0110 1.8750 V 1110 4.3750 V
0111 2.1875V 1111 4.6875V

Notice that the full-range value of the DAC is not quite 5 Vig'Is typical for DACs. As
the number of input bits increases (and the resolution gats)fithe maximum value will
approach 5 V.

8.1.1 Summing DAC

Based on our experience with op-amps, we can easily creaeCaldy using a summing
amplifier with four inputs, one for each bit of the digital nber. From Chapter 3, we recall
that we can write the output of a summing amplifier in the form

Vo Vi W V3>
V=-Ri(5+o+—+=
f(Ro Ri R R

If we follow the summing amplifier by a unitary-gain invegiramplifier, we can remove
the sign inversion. Thus, the key question is the choice eféistors.

From the DAC table, we see that a change in the lowest bit oflitigal number will
produce a change in the DAC output of 0.3125 V, while a changhe second-lowest bit
will produce a change in DAC output of 0.6250 V: a factor of tamger. This is exactly the
behavior one would expect from binary numbering. Thus, wetWg = 2R;. In fact, we
want each bit's resistor to vary by a factor of two from thetmn&¥e can choose one resistor
as the “standard” and scale all the rest to that resistor sithplest choice is to pick the
resistor for the most-significant bit.

R: =R R =2R
Ry =4R R =8R

We must then choosig; to provide the proper total dynamic range. When all bits are

on, we find
o NMeETRTRTR)TVE R

If we assume the digital inputs are 0-5V (e.g. 74HC TTL), them can determine that
Rt = %Rf. If the digital inputs have a different range, we would neeatifi@rent feedback
resistor. The resulting DAC is shown in Figure 8.1.

While such a DAC is easy to design, based on our experiend¢eanilog electronics,
it is relatively difficult to construct a accurate summing ©Aparticularly one with a large
number of bits. A large number of resistors with very preciatues are needed — the

15 <V+ V+ V+ V+ > 15 Rf
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Figure 8.1: A digital-to-analog converter based on a surgramplifier configuration.

precision of the ratios determines the differential nowdirity of the device. It is difficult
to accurately construct a full range of resistors with re¢avalues from 1 to 2048, as would

be needed for a 12-bit DAC.

8.1.2 R-2R Ladder

Vet R R R 2R

Figure 8.2: A digital-to-analog converter based on an R&Rlér summing amplifier con-
figuration.

The difficulty of accurately constructing a wide range ofsts values can be bypassed
through the use of a current-dividing resistor networkezhtin “R-2R Ladder”. In an R-2R
ladder, the “rungs” of the ladder are 2R resistors while thdical portion of the ladder is



118 CHAPTER 8. DIGITAL AND ANALOG TOGETHER

Digital In Pulse-Width Modulator Output
0000 i f
0001 r7 rT
1000 i i ;
1111 i LJ LJ

Figure 8.3: Pulse-train output for a 4-bit PWM for a range iffedent input digital values.

a series of resistors with resistance R. The structure ofltage DAC constructed using
an R-2R ladder is shown in Figure 8.2. The various input didiits control switches

which either connect the far end of the 2R resistor direatlground or to the a summing
amplifier’s virtual ground. In either case, the effectivdtage on the lower end of each
2R resistor is ground. The R-2R ladder requires the creatfgost two resistor values

with a simple relationship between them. The circuit istreddy insensitive to the absolute
magnitude of R and will be stable even with temperature chsiag long as the R/2R ratio
remains stable.

To understand the operation of the R-2R ladder, it is impmbitia notice that the resis-
tance to ground on the right of any 2R resistor is always 2Ra £esult, the ladder behaves
as a uniform current divider. At the first 2R resistor, hak tturrent flows through the
2R resistor and half continues down the chain. At the nextedstor, half the remaining
current (a quarter of the total) flows through the 2R resiatat the rest continues down
the chain. This process can continue for as many bits as ssrges each 2R resistor will
pass half the current of the one to its left. When the digiteitch connects the base of
the 2R resistor to the summing amplifier, the current flowsugh the summing amplifier
and produces a voltage signal on the output. By selectinga@bBeck resistance of R, the
DAC will properly provide a voltage of 2.5 V in th&000 case as expected. The simplic-
ity of the resistor arrangement makes the R-2R structureobttee most commonly used.
Often, the R-2R ladder is provided without the op-amp, wialtbw the DAC to be used a
current-mode DAC or voltage mode by adding an external op-am

8.1.3 Pulse-Width Modulation

Digital to analog conversion can also be performed with {tlependent techniques which
are often much simpler than the full analog constructs. Grbesimplest techniques to
implement is pulse-width modulation (PWM). In pulse-widtiodulation, the DAC outputs

a series of pulses with fixed frequency but a duty-cycle whliehends on the digital input
as seen in Figure 8.3. When the digital input is close to zbputput pulses are high for
a small fraction of the pulse period. When the digital inputlbse to maximum, the output
pulses are high for nearly the entire period. The output ®RWM must then be low-pass
filtered. The characteristic frequency of the low-passrfittest be low enough remove the
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transients associated with the digital edges of the PWMasigAs a rule of thumb, one

would require
1 21

=—<0.01
RC = Towm
The final output of the filter is a analog signal proportiomattte input digital value. When
PWM is used for a time-varying input, the PWM period must bemshorter than the time
variation for the digital inputs.
The digital portion of a PWM can be very easily implementegiiogrammable logic.

The Verilog module below provides a complete implementetar a four-bit PWM DAC.

WrC

modul e pwr(clk, digitalln, analogQut);

i nput clKk;
input [3:0] digitalln;
out put anal ogQut;

reg [3:0] counter;

al ways @ posedge cl k)
count er <=count er +1;

assi gn anal ogQut =(counter<digitalln);
endmodul e

The resolution of the DAC can be increased by simply increagiie number of bits
in the input and the counter. However, this change will inseethe effective period of the
PWM since
2N
foik

Thus, an increase in the number of bits will require a lowev-fiass filter cutoff or a
higher clock frequency for the PWM. The low-pass filter bebawill also affect desired
output changes (for example when the input digital valuengha) while all devices have
maximum effective clock frequencies.

Despite its simplicity, the PWM DAC is a very effective DAG patrticular, the dif-
ferential non-linearity of a PWM DAC is very small — there i8 need to carefully match
resistor values to guarantee that all steps in the DAC’sgamg of the same size. With the
increasing availability of high-speed digital electra)i®WM techniques are seeing have
found wide application in a range of analog output applarai

Trwm =

8.1.4 Sigma-Delta Conversion

The PWM technique is quite effective, but has a few flaws. Crtbemost significant is
that the fixed period of the rising edges of the PWM generatega@nes which may distort
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Special TopicPWM for high power applications

Many experiments require control of high-power or highrent devices such as resist
heaters or powerful motors. Often it is insufficient to signphve such heater or mo
in the on or off state, but rather it is desirable to have manatinuous control over i
operation. For example, in the case of a heater one might aveegdback loop to provi
a constant heating power, rather than flipping the heatendro# with the resulting larg
heating and cooling cycles. Similar requirements applyléstac motors, high curre
lights, and other devices.

Traditionally, such control has been provided by lineangistor-based devices where
current provided is proportional to a voltage input sigred, in the figure below. Su
devices behave like variable resistors whose resistancet@nge from zero to very lar
and thus control the current flowing through the device cotetein series with them. T
power dissipated in the variable resistor is

P=1°R

so that no power is dissipated in the device when the efiectgistance is either zero
very large — when the resistance is large, the current wilkér®. However, when t
resistance is in between, very large amounts of power caisbipdted in the device. A
result, traditional linear controllers are often very messvith heavy heat-transport nee

L

ctl

+V

More recently, traditional linear controllers are fallingt of favor compared to PWM co
trollers. A complete integrated PWM controller has an agahput and an internal analo
to-digital converter simply to drive the PWM “DAC” output.h€ heater or electric motor
generally able to perform the low-pass filter function digavithout any need for capa

tors. A control transistor is still required, but that trestsr is now always either fully op

or fully closed — and no power is being dissipated in the isaois The result is a mo
power-efficient design and a longer life for the controller.
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an analog waveform or inject high-frequency noise into flstesn. To combat these effects,
very short pulse periods (high frequencies) must be usedritbination with strong low-
pass filtering as discussed above. These effects are larfeefBWM because the periodic
component is at a very low frequency — the fundameniglw.

Alternatively, one can keep the width of the pulse fixed antpdy change the frequency
of pulses. There are several ways to achieve this, but ome ohost effective is to calculate
a “running error” on the output compared to the input and agetb determine when the
output should change value. This technique is called “sigeita” conversion. The sigma-
delta technique uses a single output bit, just as for PWMs Dhitput has two possible
states, either zero or the maximum output voltage. The ctengums the requested output
with the recent history and the current output to deterniieeniext output.

For a DAC with a number of bitdl and an input value opf, the summing process as a
function of clock cycle&k is

p +sk+{0’ V=0
Kl _2N7 Vk:Vref

Vi _ { 07 S+1 < 2N
Kt Vief, Sky1> 2N

S+1

The behavior of a four-bit sigma-delta converter can be se&igure 8.4. With a sigma-
delta converter, the converter will have a fairly steadyeione” frequency for any given
input code, but the overtone frequencies will be differentifferent input codes. Thus, for
a rapidly modulated signal (such as an audio signal), nicpdat harmonic will dominate.
The sigma-delta also immediately adjusts to a changed iopde — the summing cycle
will take into the account the changed value in the next tikena rather than waiting for
the full Tpwm as in the PWM case. These advantages make the convertefodealdio
applications.
This converter can be represented in Verilog quite simphpéfollowing way:

modul e sigmaDelta(clk, digitalln, analogQut);
i nput clKk;
input [7:0] digitalln;
out put anal ogQut;
reg [8:0] accumul ator;
al ways @posedge cl k)
i f (anal ogQut) accunul ator<=accunul ator+digitalln-9" h100;
el se accumul at or<=accunul ator+di gital I n;

assi gn anal ogQut =accunul ator [ 8] ;

endnodul e
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Figure 8.4: Accumulator sum and output pulse train for at4sigima-delta DAC for two
different input digital values (4 and 14).

8.2 Analog to Digital Conversion

In the same way that there are many ways to convert digitalantlog, there are also a
number of ways to convert analog into digital. Each of théotss techniques has strengths
and weaknesses in the various key ADC parameters. The meaisiusbADC parameter
is the resolution of the ADC — the smallest resolvable d#ffee between voltages. For a
usual linear ADC, the resolution has the same form as a liDéa&r:

AV
R: 2_N
Thus, a larger number of bits is generally better. HowevBXCA must also be characterized
by the time required for a conversion from analog to digitaDCs are not arbitrary fast
and a larger number of bits generally implies a longer caiwartime. Finally, the noise
sensitivity of the ADC may be important, depending on theliappon.

8.2.1 ADC Helper: the Sample-and-Hold

For many ADC implementations, the actual ADC is preceded $graple-and-hold circuit.
This is an analog circuit designed to keep the input to the Al stable during a con-
version. An example of a sample-and-hold circuit is showFigure 8.5. In this circuit,
the capacitor is responsible for holding the voltage canistiaring the ADC conversion
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process. The buffer amplifier after the capacitor is resipts$or minimizing the droop
of the capacitor during the conversion process by providimigh-impedance input, while
the buffer amplifier before the capacitor is responsiblerépidly changing the capacitor’'s
charge when the switch is closed. The switch itself would 6&#S gate under the control
of the ADC master control logic.

Vin

ot

Vbut

Figure 8.5: Example of a sample-and-hold circuit.

8.2.2 Flash ADC

The fastest form of ADC is called a Flash-ADC. A flash-ADC @in$ a voltage divider
chain and a large number of comparator$<{2l). The voltage divider chain produces the
2" voltages associated with each individual code transitidre input voltage is compared
to each of these voltages, produciri-21 comparisons.

kR
Cc=V Vief ——
k in > < ref2nR>

The output of these comparisons indicates the voltageshvarie just smaller and just
larger than the input voltage: tlkewhen theCy = 0 for the first time is the transition point.
The comparator outputs can then be fed into a priority enctmeetermine the digital
number associated with A simple example of such an ADC can be seen in Figure 8.6.

Flash-ADCs are very fast, since they depend only on comtniightiogic. However,
they are quite complicated — particularly for large numbkbits. Since the number of
resistors and comparators scales withflash-ADCs are generally restricted to relatively
small numbers of bits — generally eight bits or less. SincashfADC makes many “use-
less” comparisons, flash-ADCs tend to require a large amafuelectrical power as well,
compared to other technologies.

8.2.3 Integration ADC

On the opposite side of the spectrum from the Flash-ADCsmd®f resolution and speed
is the integration ADC. Integration ADCs operate by detaing the amount of time nec-
essary to integrate a given amount of charge. Consider ttwitan Figure 8.7 which is the

core of a dual slope integrator.
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Figure 8.6: A two-bit flash-ADC.

Figure 8.7: The core integrator and comparator for a dugdesADC.

The dual slope integrator works by connecting the inputagdtto an op-amp integrator
for a fixed period of timeT;,. This time is generally set in terms of clock cycles on an
internal oscillator. During this first integration periacurrent

iy =
In R
will flow into the capacitor, causing it to charge to a totaltage
Voo —_Qn _ VT
max C RC

The dual-slope integrator then changes the input of thgiiater a reference voltageVies.
This causes the integrator to slowly discharge with a constarrent

liot = —Vief
re R
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The ADC then determines the amount of time required for thpuwiwf the integrator to
fall back to ground Te¢. Once the integrator has returned to ground, an equal anodunt
charge must have been removed compared to what was addexdimitidd integration step.

Qin = Qref
IinTin = —|refTref
Vi Viet
%Tin = r—;e-rref
Tref
Vin = Vref%

Thus, the input voltage is completely determined by theresfee voltage and the two times,
which can be measured by digital counters of whatever pogcis required. Notice that
the values of the capacitor and resistor do not enter intéribéresult, so the measurement
is insensitive to drifts in the capacitor and resistor valdee to temperature or aging effects
— as long as the change during the integration cycle is small.

The stability and precision of dual-slope integration AD@stivates their use in test
equipment. Most digital multimeters (DMMs) operate on thaleslope principle as it
allows for very high resolution. The integration technicalso greatly reduces the noise
sensitivity of the device — all high-frequency noise is aged out leaving a very stable
voltage reading. The major drawback of the dual-slope tigcienis that it is generally very
slow — a few Hertz repetition rate is generally the limit foe ttechnique.

8.2.4 Successive-Approximation ADC

Between the flash-ADC and the integrator ADC, there is ¢fearheed for a moderate-
complexity but reasonably fast ADC. This niche is generfilllgd by one of several ADCs
which depend on the presence of a digital-to-analog coewé@@AC) and an analog com-
parator to determine the relationship between the DAC dwpd the input voltage.

The simplest sort of ADC based on a DAC would simply conneetRAC to a counter.
The counter would begin at zero (lowest DAC output voltage) eount upwards as long
as the comparator indicated that the input voltage was bitygs the DAC output. When
the comparator switched, the counter would stop and the\aitthe counter would be the
ADC output. This technique is very simple, but rather slowl aon-deterministic — the
ADC conversion time depends on the input voltage. If the inmliage is low, the ADC
converts quickly, while if the input voltage is high, the oter must count longer and the
ADC is slower. This sort of behavior is generally not accbjgavhen acquiring data to
be used for Fourier analysis or other time-dependent tgalsi These techniques require
samples taken at a fixed frequency.

The successive-approximation technique allows a detétiginrADC conversion re-
quiring onlyN + 1 clocks or DAC output values, whekeis the number of bits in the ADC
digital output. By comparison, a counter-ADC would requime average -1 clocks.
The successive-approximation ADC operates by beginnitimgehe most-significant bit
(MSB) feeding the DAC to high and all the rest low. This willuse the DAC to output its
median output voltage. At the next clock edge, the final valuthe MSB is determined
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Figure 8.8: DAC output voltages during a four-bit succes@approximation process. At
each clock, a comparator determines if the input value isaloo below the DAC value,
determining the DAC value for the next step.

by the output of the comparator. If the input voltage is geeéttan the DAC value, the bit
will be kept high, while if the input voltage is lower than tB&AC value, then the bit will
be set low. The MSB is then kept fixed and the next bit in lineeslsgh and the pro-
cess repeats. After each clock cycle, the value of anothés determined until the value
of the least-significant bit finally determined and the pescis complete. The successive-
approximation process can be represented by a “decisiehasesshown in Figure 8.8 which
shows all the possible DAC values in the successive-apmiation process and the possible
next steps from each DAC output value. Because of their speddelative compactness,
successive-approximation ADCs are fairly widely used.

The key to the successive-approximation ADC is the “suceesgpproximation reg-
ister’(SAR) which receives the input from the comparatod determines the value to be
sent to the DAC. While an SAR is often simply part of an intégdaADC, we can define
one in Verilog for use with an external DAC or even with a PWM.

modul e sar(clk, start, conpare, digital Qut, done);
input clk, start, conpare;
output reg [3:0] digital Qut;
out put done;

reg [2:0] counter;

al ways @posedge clk) begin
if (start &&% counter==0) begin
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digital Qut[3]<=1,;
digital Qut[2:0]<=0;
count er <=count er +1;

end else if (counter==1) begin
di gi tal Qut[ 3] <=conpare;
digital Qut[2]<=1;
count er <=count er +1;

end else if (counter==2) begin
di gi tal Qut[2] <=conpare;
digital Qut[1]<=1;
count er <=count er +1;

end el se if (counter==3) begin
di gi tal Qut[1] <=conpar e;
digital Qut[0] <=1,
count er <=count er +1;

end el se if (counter==4) begin
di gi tal Qut [ 0] <=conpar e;
count er <=count er +1;

end else if (counter==5) counter<=0;

end

assi gn done=(counter==5);

endnmodul e

8.3 Time to Digital Conversion

Conversion from analog voltage (or current) to digital ealsiimportant, but sometimes it
is also necessary to perform what is sometimes called “tovtkdital” conversion (TDC).
The inputs for time-to-digital conversion are actually itii pulses. The conversion in
guestion is the determination of the time between digitédgmi— either pulses on the same
wire or between a pulse on one wire and pulse on another. &tlisique is needed for
very precise measurements of speed as well as for deterh@melative ordering of events
within an experiment. For a particle-beam experiment, {imdigital conversion is often
useful to determine (for example) particle mass by compgaitie momentum of a particle
to its velocity, determined by the time required to cover adixlistance.

8.3.1 Pure Digital Techniques

For time periods which are within the range of conventiongital electronics, a TDC
can be constructed using a simple counter. One signal gtart®unter and the other signal
stops the counter — the counter’s clock determines theutsolof the TDC. This technique
is conceptually similar to a chess clock which is startedhgyhand of one participant and



128 CHAPTER 8. DIGITAL AND ANALOG TOGETHER

To ADC

Figure 8.9: Current-integrating analog TDC

stopped by the other. A more sophisticated technique doeaatwally stop the counter
when the second pulse arrives, but merely stores the valtleafounter at that moment
into a memory. This allows the TDC to also count possible sgbsnt pulses — their times
can be added to the memory after the first. Such techniquebecaasily implemented in
FPGA devices and operate easily up to 400 MHz (2.5 ns) in cacialalevices. Custom
digital TDCs are able to operate with speeds above 1 GHz,regthlutions of 500 ns or so.

8.3.2 Analog-based Techniques

For very short time periods, digital techniques are not cieffit. most counter designs in
the most recent silicon processes reach their limits atref@®00 ps. For shorter peri-
ods, one can use an analog technique which is essentialllaisia the slope-integration
ADC technigue. A precision analog TDC, as pictured in FigBu® contains a precision
constant-current source which can be connected eitheptmdror to the virtual ground of
an integrator circuit. The integrator is initially dischhad and the current source is discon-
nected from the integrator. The first pulse connects theentigource to the integrator and
the second pulse disconnects the current source again.nitwena of integrated charge is
proportional to the time that the current source was comukict the integrator.

Q = CV
IAT = CV
at = Sv

Thus, the integrator is followed by a conventional voltagp@\(such as a successive-
approximation ADC) to determine the voltage. The voltage ba combined with the
known capacitance and current to find the time.

The analog current-integration technique depends on fedb@ switches to make and
break the connections to the integrator. With the fast $wkc however, such designs are
capable of operating with resolutions as small as 35 ps.eS%iven light travels only 1 cmin
35 ps, such a TDC requires very carefully-managed inputshéee its full performance.
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Most sensors will produce variations at a much larger s¢edea .00 ps, even for events
occurring at precisely the same time. Such timing variafmmnominally synchronous
events is referred to giter. Jitter is a form of noise in timing measurements.



